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Abstract

Tropical precipitation is linked through the moist static energy (MSE) budget to the global

distribution of sea surface temperatures (SSTs), and large deviations from the present-day

SST distribution have been inferred for past climates and projected for global warming.

We use idealized SST perturbation experiments in multiple atmospheric general circulation

models (AGCMs) to examine the hydrologic and energetic responses in the zonal mean and

in the African Sahel to SST perturbations. We also use observational data to assess the

prospects for emergent constraints on future rainfall in the Sahel.

The tropical zonal mean anomalous MSE fluxes in the NOAA Geophysical Fluid Dy-

namics Laboratory (GFDL) AM2.1 AGCM due to SST anomalies caused by either histor-

ical greenhouse gas or aerosol forcing primarily occur through the time-mean, zonal mean

(Hadley) circulation. Away from the Intertropical Convergence Zone (ITCZ), this largely

stems from altered efficiency of the Hadley circulation energy transport, i.e. the gross moist

stability (GMS). A thermodynamic scaling-based estimate that relates GMS change to the

local climatological moisture and temperature change relative to the ITCZ captures most

of the qualitative GMS responses. It also yields a heuristic explanation for the well known

correlation between low-latitude MSE fluxes and the ITCZ latitude.

Severe Sahelian drying with uniform SST warming in AM2.1 is eliminated when the

default convective parameterization is replaced with an alternate. The drying is commen-

surate with MSE convergence due to suppressed ascent balanced by MSE divergence due to

increased dry advection from the Sahara. These qualitative energetic responses to uniform

warming are shared by five other GFDL models and ten CMIP5 models, although they do

not translate into quantitative predictors of the Sahel rainfall response. Climatological val-

ues and interannual variability in observations and reanalyses suggest that drying in AM2.1
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is exacerbated by an overly top-heavy ascent profile and positive feedbacks through cloud

radiative properties. Simulations with patterned SST anomalies suggest a major role for

mean SST variations in discrepancies among models and potentially in observed decadal

variations of Sahelian precipitation.
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Chapter 1

Introduction

1.1 Motivations

Precipitation in Earth’s Tropics varies with the global distribution of sea surface temper-

atures (SSTs) and with the flows of energy through the coupled atmosphere-ocean-land

climate system. Large variations in both SSTs and tropical precipitation have been inferred

for Earth’s past and projected for anthropogenic climate change, but general circulation

models (GCM) disagree even in sign on future rainfall changes in many tropical regions [e. g.

Collins et al., 2013]. The present-day distribution of precipitation in the Tropics is relied

on by sizable fractions of Earth’s species and the human population – the finance minister

of India once described Indian monsoon rainfall as the country’s “real Finance Minister”

[Indo-Asian News Service, 2010] – and this adds societal urgency to the scientific challenge

of constraining future changes.

This thesis investigates SST-forced tropical precipitation variations in two contexts –

in the zonal average and in the Sahel region of Africa – using the atmospheric budget of

moist static energy (MSE) to elucidate the relevant physical mechanisms. This introductory

chapter reviews the fundamental theoretical underpinnings of the tropical SST-precipitation-

MSE budget relationships (Section 1.2), summarizes the state of understanding of these fields

in the zonal mean (Section 1.3) and Sahelian (Section 1.4) contexts, and finally presents a

roadmap for the remainder of the thesis (Section 1.5).
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1.2 Theoretical underpinnings

1.2.1 Overall tropical thermal and hydrological structure

A fundamental property of the free troposphere in Earth’s Tropics is a vertical thermal pro-

file that is nearly moist adiabatic and horizontally homogeneous. Within convecting regions,

the moist adiabatic structure results from the tendency of moist convection to rapidly con-

sume any convective available potential energy (CAPE, i. e. the integral of buoyancy of a

parcel adiabatically lifted from the boundary layer to its level of neutral buoyancy), which

through convective mixing relaxes the environmental lapse rate towards a moist adiabat.

This is the well-known convective quasi-equilibrium (CQE) constraint [Arakawa and Schu-

bert , 1974]. The horizontal homogeneity results from the smallness of the Coriolis parameter

in the Tropics: with planetary rotation projecting weakly in the local horizontal near the

equator, horizontal temperature and geopotential gradients cannot be sustained and instead

are rapidly flattened by gravity waves. This is the well-known weak-temperature gradient

(WTG) constraint [e. g. Sobel et al., 2001].

Oceanic convection is tightly linked to the underlying SSTs: a warmer surface tends to

drive stronger convection through large surface fluxes of latent and sensible enthalpy [e. g.

Neelin and Held , 1987; Sobel , 2007]. As such, on climatic timescales convective precipitation

is largely restricted to regions warmer than some threshold SST [that depends on tropical-

mean SST, c. f. Johnson and Xie, 2010; Sobel , 2010]. The combined CQE, WTG, and SST-

based constraints thus cause the overall tropical tropospheric thermal structure to be largely

determined by the SSTs aggregated over convecting regions [Sobel et al., 2002; Flannaghan

et al., 2014].
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1.2.2 Effect of tropical SST variations on precipitation

Alterations to the tropical SST field will therefore alter the distribution of convection and

the thermal structure of the tropical troposphere.1 Conceptually, any SST perturbation may

be decomposed into a mean (i. e. uniform) component without spatial structure and a spatial

pattern component with zero mean. For the spatial pattern component, a straightforward

result based on the above considerations is that convection tends to be enhanced where SSTs

are warmed relative to other regions.2 This occurs, for example, in the central and eastern

equatorial Pacific in response to local SST warming during El Niño events [e. g. Su and

Neelin, 2002] and in simulations of global warming in regions where SSTs warm in excess

of the tropical mean SST warming [e. g. Vecchi and Soden, 2007; Xie et al., 2010; Ma and

Xie, 2012; Chadwick et al., 2013]. Conversely, moist convection is generally suppressed where

SSTs cool relative to neighboring regions or, in the case of global scale perturbations, relative

to the tropical mean.

For the uniform component, the precipitation response involves more subtle balances

among multiple countervailing factors, and as a result depends more on climatological factors.

Global mean precipitation and evaporation increase with global mean surface temperature

at ∼2% K−1 in modern and paleoclimate [Back et al., 2013] contexts.3 Because the bulk of

Earth’s precipitation occurs in the tropics, this ∼2% K−1 rate also holds for the tropics in

isolation. Because relative humidity over ocean does not vary greatly with warming [Held

and Soden, 2000; O’Gorman and Schneider , 2008; Romps , 2014], atmospheric water vapor

1The direct, i. e. non-surface-temperature-mediated, effects of forcing agents on tropical precipitation is an
active area of research. For greenhouse gases and absorbing aerosols, this “fast” response can be appreciable
relative to the slower SST-mediated response [e. g. Ming et al., 2010; Bony et al., 2013]. Nevertheless, we
focus exclusively in this thesis on SST-mediated precipitation variations.

2A rich literature focused on the momentum budget of the oceanic boundary layer emphasizes SST
horizontal gradients in driving near-surface convergence necessary for convection [Lindzen and Nigam, 1987].
We focus throughout this thesis on the energy budget-based framework; see Sobel [2007] for comparison of
the two classes of theories.

3Although the short atmospheric residence time of water vapor requires that global mean precipitation
and evaporation be equal, this ∼2% K−1 rate of increase has been separately interpreted based on atmo-
spheric energetics constraining precipitation [e. g. Allen and Ingram, 2002] and surface energetics constraining
evaporation [e. g. O’Gorman and Schneider , 2008].
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increases with global mean temperature at the roughly exponential rate set by the Clausius-

Clapeyron relationship between the saturation vapor pressure of water and temperature

(ignoring the pressure dependence). At Earth-like temperatures, this rate is ∼7% K−1. All

else equal, this increase in water vapor at a rate proportional to the climatology acts to

enhance the existing gradients in moisture and MSE. This behavior, applied to the column

moisture budget, yields the ubiquitous thermodynamic scaling or “rich-get-richer” mechanism

for the precipitation response to mean warming [Mitchell et al., 1987; Chou and Neelin, 2004;

Held and Soden, 2006]: preferential moistening of climatological convecting regions enhances

precipitation in these locations at the expense of precipitation in non-convecting regions.

Although thermodynamic scaling captures the gross zonal mean precipitation and pre-

cipitation minus evaporation (P − E) changes in many contexts, quantitative discrepancies

are generally appreciable at many latitudes, the more so that the imposed perturbation has

appreciable spatial structure [Boos , 2011; Back et al., 2013]. In the zonal mean, the position

of the Intertropical Convergence Zone (ITCZ) is also sensitive to global scale energy flows

[Kraus , 1977a,b] not accounted for by thermodynamic scaling.4 Deviations tend to be even

worse on a regional basis, and over land the theory is not physically justified due to surface

hydrological constraints (discussed further below). In terms of societal impacts, the latter

is especially problematic. These complicating physical factors are best understood through

a more careful consideration of the attendant energetics, and we therefore formally present

the MSE budget before considering its manifestation in the zonal mean and semi-arid land

contexts and the respective links to ITCZ and Sahel rainfall variations.

4Some studies [e. g. Nicholson, 2009], preferring a literal interpretation of the term “convergence zone”,
use ITCZ to refer to the location of maximum low-level convergence and “tropical rainbelt” for the location
of maximum precipitation. The two features are not necessarily co-located, with the precipitation maximum
in some contexts occurring equatorward of the convergence maximum [e. g. Hastenrath and Lamb, 1977].
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1.2.3 The moist static energy budget

The column-integrated MSE budget succinctly encapsulates the energetics of tropical circula-

tions in both transient and time-mean contexts. Denoting MSE by h, then h ≡ cpT + gz + Lvqv − Lfqi,

where cp is the specific heat of air at constant pressure, T is temperature, g is the gravita-

tional constant, z is geopotential height, Lv is the latent heat of vaporization of water, qv

is specific humidity, Lf is the latent heat of fusion of water, and qi is specific mass of ice.

MSE therefore comprises potential energy and sensible and latent enthalpy while neglecting

kinetic energy. Denoting column-mass integrals with curly brackets ({·} ≡
∫ ps
0

· dp
g

, where ps

is surface pressure), time-averages with overbars, and deviations from the time-average with

primes, the time-mean, column-integrated MSE budget may be expressed as

∂

∂t

{
E
}
+
{
u·∇ph

}
+

{

ω
∂h

∂p

}

+∇·
{
h′u′

}
≈ F net, (1.1)

where E ≡ cvT + gz + Lvqv − Lfqi is total internal energy, cv is the specific heat of air at

constant volume, u is horizontal velocity, ∇p is the horizontal divergence operator at constant

pressure, and Fnet is the net energetic forcing. Fnet comprises top-of-atmosphere (TOA) and

surface radiative fluxes (Rt and R
s
, respectively) and surface turbulent fluxes of sensible

(H) and latent enthalpy (LvE, where E is evaporation; all signed positive directed into the

atmosphere):

Fnet ≡ LvE +H +Rt +Rs. (1.2)

Notably, convective diabatic moistening and heating terms that appear (often with large

magnitude) at individual levels must cancel in the column integral, one of the key draws

of (1.1). Conceptually, energetic input into the atmospheric column through its upper and

lower boundaries (F net) must be balanced by some combination of column-integrated time-

mean horizontal MSE advection (
{
u · ∇ph

}
, typically dominated by the large-scale rotational

flow), column-integrated time-mean vertical MSE advection (
{
ω∂ph

}
, inherently due to the

divergent flow), and column-integrated transient eddy MSE flux divergence (∇·
{
u′h′

}
), less
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any change in column-integrated total internal energy (∂t
{
E
}
).5

Strictly speaking, MSE is not a conserved quantity, and several other approximations are

inherent in (1.1) both in MSE as the thermodynamic tracer6 and in how the column budget

is formed7. But for our purposes (1.1) constitutes a sufficiently accurate encapsulation of

atmospheric energetics.

The classical picture of a tropical convecting region [Neelin and Held , 1987] comprises pos-

itive net energetic forcing balanced by the time-mean divergent circulation, F net ≈ {ω∂ph}:

convergence of mass and MSE in the boundary layer, deeply penetrating moist convection,

and convective outflow near the tropopause that diverges mass and more MSE than is con-

verged in the boundary layer. Under these conditions, for a given Fnet, precipitation depends

on the efficiency of the column-integrated MSE flux divergence per unit low-level mass con-

vergence, i. e. the gross moist stability (GMS) – the less efficient convection is at diverging

MSE, the more mass must be circulated, thereby increasing the precipitation – as well as the

amount of water vapor converged per unit low-level mass convergence [i. e. the gross moisture

5The time-averaged energy storage term (∂tE) is often neglected, but it can be non-negligible in the
context of sub-annual time-averages as well as in the difference between climate states (both of which are of
interest in this thesis).

6See Neelin [2007] and Romps [2015] for relevant discussion. An exhaustive accounting of atmospheric
thermodynamics in terms of the dry entropy budget is presented by Romps [2008]. The solid water phase
is often neglected in MSE; its inclusion is sometimes specified via the term “frozen MSE” [e. g. Peters et al.,
2008]. But the latent enthalpy released by freezing ice can appreciably enhance convective parcel buoyancy
[e. g. Romps and Kuang , 2010; Seeley and Romps, 2016], and including the ice phase adds little conceptual
or computational difficulty.

7As noted by Trenberth [1991], this expression of the column budget makes the following approximations:

• The surface pressure advection term due to the Leibniz integral rule (c. f. his Equation 8b) is neglected:

∇·

∫ ps

0

hu dp =

∫ ps

0

∇p · hu dp+ hsus·∇ps,

where hs and us are MSE and horizontal wind at the surface.

• The water vapor contribution to the total atmospheric mass is neglected by using the approximate
continuity equation ∂pω +∇·u ≈ 0. The more accurate expression includes the net diabatic source of
water vapor as the right hand side, since conversions to or from the vapor phase alter the total mass
of gas present.

• The assumed ω = 0 bottom boundary condition neglects surface pressure variations:

ωs =
∂ps

∂t
+ us·∇ps

6



stratification, c. f. Neelin and Held , 1987]. Conversely, for a given GMS and gross moisture

stratification, precipitation will increase with increasing Fnet, as the divergent circulation

that drives convection must ramp up in order to balance the energetic forcing. This is also

complicated by cloud radiative feedbacks: deep convective cumulus towers generally trap

more longwave radiation than they reflect shortwave radiation, countering the circulation’s

overall MSE divergence and thereby reducing its effective GMS [Bretherton et al., 2006;

Raymond et al., 2009].

However, the first baroclinic MSE profile typical of the tropics (minimum in the mid-

troposphere) renders the MSE divergence by the divergent circulation sensitive to the depth

of the convection – if sufficiently shallow, the divergent circulation actually converges MSE in

the column integral. On the timescale of a convective life-cycle, this transport of moisture and

MSE into the free troposphere by shallow convection conditions the column for subsequent

deep convection [e. g. Wu, 2003; Inoue and Back , 2015]. On climatic timescales, this must

be balanced by MSE divergence through some combination of transient eddies and the time-

mean horizontal flow [e. g. Back and Bretherton, 2006; Bretherton et al., 2006].

1.3 Zonal mean energetics and precipitation

Earth absorbs more solar radiation in the tropics than at high latitudes, driving atmospheric

circulations that transport energy poleward.8 This zonal mean energy transport is more

readily understood by examining MSE fluxes rather than flux divergences. Neglecting the

storage term and zonally integrating (1.1) yields the time-mean, column-integrated, zonally

integrated MSE budget,

∫ 2π

0

∂

∂φ

({
hv

}
cosφ

)
dλ =

∫ 2π

0

F net a cosφ dλ, (1.3)

8Less some notational differences, much of this section is taken from Section 1 of Hill et al. [2015], ©
American Meteorological Society. Used with permission.
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where a is planetary radius, φ is latitude, λ is longitude, and v is meridional velocity. De-

noting zonal averages with square brackets, integrating (1.3) meridionally from either pole

(where the meridional wind vanishes; we choose the South Pole) to each latitude φ gives

2πa cosφ
{[

hv
]}

=

∫ φ

−π/2

∫ 2π

0

F net a
2 cos φ̂ dλ dφ̂, (1.4)

where φ̂ denotes the variable of integration. This is an expression for the total atmospheric

meridional MSE flux at each latitude, commonly referred to as atmospheric heat transport

(AHT). This transport manifests through the mean meridional circulation (MMC), station-

ary eddies, and transient eddies:

[
hv

]
=

[
h
]
[ v ]

︸ ︷︷ ︸

MMC

+
[

h
∗

v∗
]

︸ ︷︷ ︸

stationary eddies

+
[
h′v′

]

︸ ︷︷ ︸

transient eddies

, (1.5)

where asterisks denote deviations from the zonal mean, i. e. h∗ ≡ h− [h].9

In the tropics, the mean meridional circulation consists of the two Hadley cells. These

Hadley circulations – which broadly comprise near-equatorial ascent, poleward flow aloft,

descent in the subtropics, and equatorward near-surface flow – commonly arise in planetary

climates, e. g. on Venus and Titan [Mitchell , 2008] and motivated some of the earliest modern

climate studies [Halley , 1686; Hadley , 1735]. The modern perspective on Hadley circulations

combines CQE with dynamical theories of angular momentum-conserving overturning circu-

lations [Schneider , 1977; Held and Hou, 1980; Hou and Lindzen, 1992; Plumb and Hou, 1992]

and posits near-surface meridional energetic gradients as the fundamental driver of monsoon

circulations [Emanuel , 1995, 2007].10 The convergence of moist air underlying the ascending

branch of the Hadley cells generates the ITCZ, which in the CQE framework occurs just

9The transient eddy term is occasionally [e. g. Marshall et al., 2013] further separated into zonal-mean
and zonally asymmetric components, i. e. [h′v′] = [h′][v′] + [h∗′v∗′], but the first LHS term (the “transient
overturning circulation”) is generally negligible on Earth.

10This contrasts with the emphasis on surface thermal gradients central to the traditional land-sea contrast
perspective on monsoons [e. g. Webster , 1987], which agrees less well with observations and modeling results
[Hurley and Boos, 2013].
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equatorward of the local maximum of subcloud MSE [Privé and Plumb, 2007] (although the

two can separate in planetary contexts with sufficiently slow rotation rate, c. f. Faulk et al.

[2016]).

The Hadley cells are the largest contributors to AHT in the deep tropics and primarily

flux energy poleward, the large winter cell spanning across the equator and including a flux

from the summer to the winter hemisphere. As a result, meridionally asymmetric energy

perturbations – e. g. the Northern Hemisphere-centric anthropogenic aerosols or asymmetric

feedbacks to the more uniform greenhouse gas forcing – can push the inner boundary of

the Hadley cells, and with it the ITCZ, farther away from the energy deficient hemisphere

[e. g. Kang et al., 2008, 2009; Ming and Ramaswamy , 2011; Chiang and Friedman, 2012;

Frierson and Hwang , 2012; Schneider et al., 2014]. However, this framework for energetically-

forced ITCZ displacements is hamstrung by radiative feedbacks accompanying the circulation

response that can exceed the original forcing in magnitude [Kang et al., 2009; Voigt and Shaw ,

2015; Shekhar and Boos , 2016]; constraining these feedbacks a priori has proven difficult.

Recent quantitative approaches [Bischoff and Schneider , 2014, 2015] to the ITCZ energetic

framework are an important theoretical advance (although they rely on a linearization of the

ITCZ position with respect to the equator, whereas in planetary contexts with sufficiently

slow rotation rate the ITCZ can migrate seasonally all the way to either pole [Faulk et al.,

2016]) and compare well with observed seasonal and interannual ITCZ excursions [Adam

et al., 2016a,b].

Moreover, the energetic framework for the Hadley circulation perturbations neglects vari-

ations in the transport efficiency, i. e. the Hadley cell GMS. But in some idealized GCM

simulations, GMS can be the dominant term, causing the energetic framework to fail quali-

tatively [Merlis et al., 2013a]. Understanding the role of the GMS variations in forced ITCZ

movements in a more realistic modeling setting is therefore a key focus of Chapter 2 of this

thesis.
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1.4 Energetics and precipitation for tropical land and the

Sahel

1.4.1 Land surface dynamics

Inherent differences between land and ocean include (in rough order of importance for the

questions of interest) heat capacity, surface hydrology, albedo, topography, surface roughness,

and vegetation dynamics. For either surface type, the surface energy budget may be written

C
∂Ts

∂t
= −R

s
−H − LvE −∇·Fsub, (1.6)

where C is the surface heat capacity, Ts is surface temperature, and ∇·Fsub is the sub-surface

energy flux divergence. (1.6) states that surface temperature responds (at a rate set by its

heat capacity) to the net convergence of energy through sub-atmospheric transports and

through the boundary with the atmosphere.

For ocean, surface heat capacity depends on the depth of the well-mixed surface layer:

C = ρwcwD, where ρw is water density, cw is the specific heat capacity of water, and D is the

mixed-layer depth. Ocean currents can produce large divergences or convergences of energy,

and for sufficiently deep ocean mixed layers, energy storage can be appreciable on seasonal

or longer timescales. Poleward ocean heat transport cools the tropical oceans, thereby favor-

ing continental convection at low latitudes, but can also weaken the Hadley circulation by

necessitating less atmospheric poleward energy transport [Chou et al., 2001]. Both sensible

and latent enthalpy fluxes follow the well-known bulk aerodynamic formulas. For sensible

enthalpy, H = cpρcH |us|(Ts − Ta), where Ta is the near-surface atmospheric temperature, ρ

is air density, |us| is surface wind speed, cH is a transfer coefficient that depends on surface

roughness. For evaporation, E = ρcE|us|(q
∗
s − qa), where q∗s is the saturation specific humid-

ity at the surface, qa is the near-surface specific humidity, and cE is the transfer coefficient.

Thus, all else equal, warming of SSTs at fixed relative humidity increases both sensible and
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latent enthalpy fluxes into the atmosphere.

For land, there is no appreciable sub-ground horizontal energy flux, and the ground heat

capacity is sufficiently small that the net surface energy flux is negligible for the monthly

and longer timescales of interest: Rs +H + LvE ≈ 0. The net column energy flux therefore

reduces to the top-of-atmosphere radiative flux: F net ≈ Rt. The resulting absence of surface

fluxes from the column MSE budget over land does not mean that they are irrelevant – a

surface with a large downward radiative flux balanced by large upward latent and sensible

enthalpy fluxes can be expected to induce more convective precipitation than one where each

of the individual surface fluxes is small. However, this partitioning is further complicated by

surface hydrology limitations on evaporation.

Provided the sensible enthalpy flux is non-negative (computed using the same bulk for-

mula as for ocean), the net downward radiative flux constitutes an upper limit on evaporation

[although in very hot climates in an idealized GCM the sensible enthalpy flux can become

negative, c. f. O’Gorman and Schneider , 2008]. The net surface radiative flux divided by Lv

is therefore referred to as the potential evaporation: Epot ≡ −R
s
/Lv.11 Because sub-ground

horizontal moisture transport is negligible on spatial scales larger than individual catchments,

evaporation cannot exceed precipitation (P ) on climatic timescales: P − E ≥ 0. As such, the

source of liquid water from precipitation provides another upper bound on evaporation. The

relative importance of the energy and moisture limitations to evaporation are well captured

by the Budyko relationship [e. g. Lintner et al., 2015], which provides empirical functions

for the value of E as a function of Epot and P : starting from P = 0 to P ≫ Epot, evapora-

tion increases almost linearly with precipitation in much of the moisture-limited (P < Epot)

regime, before asymptoting towards Epot once in the energy-limited (P > Epot) regime.

Semi-arid regions are generally firmly in a moisture-limited evaporative regime, causing

surface temperature and precipitation to be anti-correlated: reduced precipitation engenders

11We use the term “evaporation” over land as a shorthand for evapotranspiration, the latter encompassing
both direct evaporation from the surface and transpiration of water from vegetation. In the literature, poten-
tial evapotranspiration (PET) is computed in numerous ways in order to account empirically for biophysical
factors that affect evapotranspiration beyond the energy limitation [e. g. Scheff and Frierson, 2014].
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reduced evaporation, causing the surface to warm up in order to regain energy balance

through compensating changes in longwave emission and sensible enthalpy flux. This reduces

the near-surface relative humidity, which may amplify the drying by inhibiting convective

precipitation reaching the surface through entrainment of drier air [Derbyshire et al., 2004;

Bretherton et al., 2006] and increased re-evaporation of raindrops before reaching the surface

[Gentine et al., 2013]. Concomitant cloud cover loss may further amplify the drying by

allowing more shortwave radiation to reach the surface, necessitating further surface warming

in order to regain energy balance [Tanaka et al., 1975; Charney et al., 1977; Chou et al., 2001].

(The arguments all apply with sign reversed for the case of a positive precipitation anomaly.)

At the same time, heating of overlying parcels by a hot surface will increase their buoyancy;

at the mesoscale, moist convection in the Sahel occurs preferentially over dry patches, as

horizontal advection of moist parcels over the hot surface triggers moist convection [Taylor

et al., 2011].

1.4.2 Tropical land precipitation variations

Under global warming, surface warming is land-amplified in both transient and equilibrium

contexts [Byrne and O’Gorman, 2013; Byrne and O’Gorman, 2013], a straightforward result

of CQE dynamics. Combined with modest global mean and ocean-mean relative humidity

change, this land-amplified warming causes relative humidity over land to decrease. Largely

as a result, terrestrial aridity (defined e. g. as the ratio of precipitation to potential evap-

otranspiration), generally increases at low- and mid-latitudes [Scheff and Frierson, 2014;

Sherwood and Fu, 2014; Scheff and Frierson, 2015]. As such, in global warming simula-

tions changes to precipitation and surface temperature over tropical land are anti-correlated

[Chadwick , 2016], and most of the land regions that warm more than the global land average

are semi-arid regions in which precipitation has decreased [Berg et al., 2014].

Many of the mechanisms that limit the extent of continental convection relative to the

area of positive energetic forcing (which generally extends much farther poleward) were
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developed using the intermediate-complexity Quasi-equilibrium Tropical Circulation Model

(QTCM) [Chou et al., 2001; Chou and Neelin, 2001, 2003]. Of central importance in this

thesis is the “ventilation” mechanism, wherein horizontal advection of low MSE (cool and/or

dry) air inhibits moist convection. Mechanisms of tropical precipitation responses to warming

(including rich-get-richer behavior) were also developed from QTCM simulations [Neelin

et al., 2003; Chou and Neelin, 2004]. Of central importance in this thesis is the “upped

ante” mechanism, wherein increased tropical dry static stability inhibits convection where

moisture convergence does not increase sufficiently, in particular on convective margins due

to inflow acting on the enhanced moisture gradient.

1.4.3 The Sahel

The Sahel is the transitional region between the Sahara Desert and the savannas of West

Africa and northern equatorial Africa. The majority of its annual mean precipitation occurs

during the northward excursion of the ITCZ in boreal summer [e. g. review by Nicholson,

2013], which manifests in the region’s west as the West African Monsoon [e. g. Nie et al.,

2010] and in its east as a northward shift of continental convection. Despite this effect of the

continental geometry, the Sahelian precipitation and many other surface climate markers are

to first order zonally symmetric spanning the continent’s full width.12 Being, by definition,

a transitional zone, the Sahel climate varies rapidly in the meridional, but on average it is

squarely semi-arid. Because of its strong surface temperature-precipitation-evaporation rela-

tionship, the Sahel it is considered a “hot-spot” for land-atmosphere coupling [Koster et al.,

2004]. The positive energetic forcing criterion for moist convection is acute for the Sahel,

due to its location on the southern border of the Sahara Desert: the latter’s high surface

albedo limits shortwave absorption, high temperatures promote longwave emission, and lack

of water vapor limit longwave absorption, collectively leading to vanishing or even negative

12Modest zonal asymmetries in precipitation include local maxima in the far west and east [Cook , 1997],
the latter being common to continental convection zones [Cook , 1994; Chou et al., 2001] but further localized
by the topography of the Ethiopian Highlands.
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net forcing values [Charney , 1975; Chou and Neelin, 2003]. The ventilation mechanism man-

ifests prominently in the northern Sahel as northerly flow of dry Saharan air [Zhang et al.,

2008; Nie et al., 2010; Nicholson, 2013].

The hydroclimate of the African Sahel varies markedly on interannual to millennial

timescales. Most notoriously, a severe drought spanned from the late 1960s to the mid 1980s

[Tanaka et al., 1975; Nicholson, 1985; Gallego et al., 2015]. Though initially ascribed to local

overgrazing by livestock triggering a vegetation-surface albedo-precipitation desertification

feedback [Charney , 1975; Charney et al., 1975], AGCMs run with fixed vegetation and the

observed timeseries of SSTs generally capture the drought and other observed decadal-scale

Sahel rainfall variations [Folland et al., 1986; Giannini et al., 2003], leading to the the ef-

fects of SST patterns becoming the primary research focus [e. g. review by Rodríguez-Fonseca

et al., 2015].13

GCM end-of-21st century projections of Sahel rainfall range from severe drying to even

greater wettening [e. g. Biasutti , 2013], a spread that has not improved over the past two

generations of the Coupled Model Intercomparison Project (CMIP), CMIP3 and CMIP5

[e. g. Figure 11 of Rodríguez-Fonseca et al., 2015]. GCMs also project widely varying spatial

patterns of SST change [e.g. Figure 12 of Zhao et al., 2009], leading to arguments that

this is the source of the Sahel rainfall spread. But model-dependent responses to imposed

SST anomalies [Rodríguez-Fonseca et al., 2015, and references therein] and non-stationary

relationships between Sahel rainfall and various SST indices both in models [e. g. Lough,

1986; Biasutti et al., 2008; Losada et al., 2012] and observations [Gallego et al., 2015] have

led to continuing disagreement regarding the most important ocean basin or SST pattern,

with Atlantic [e. g. Zhang and Delworth, 2006], Indian [e. g. Lu, 2009], and Arctic [Park et al.,

13Vegetation feedbacks still figure centrally in interpretations [e. g. Hales et al., 2006] of the onset of the
African Humid Period of ∼14.8-5.5 ka, wherein abundant rainfall and vegetation spanned the Sahel and most
of the Sahara [e. g. Shanahan et al., 2015], although how rapidly this “Green Sahara” state arose relative to its
root cause of orbital precession-induced increases in summer insolation is contested [deMenocal et al., 2000;
Kröpelin et al., 2008a,b; Brovkin and Claussen, 2008]. Also, interannual variations are typically amplified
and agreement with observations improved when vegetation is made dynamic [e. g. Zeng et al., 1999; Giannini

et al., 2003]. And, based on AGCM simulations, Dong and Sutton [2015] attribute the observed recovery
from drought since the 1980s primarily to direct forcing by increasing greenhouse gases rather than SSTs.
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2015] SSTs separately posited as being fundamental.

1.4.4 Emergent constraints

Given the longstanding lack of guidance from GCM future simulations regarding the fu-

ture fate of the Sahelian hydroclimate, an attractive alternative is to search for emergent

observational constraints – i. e. some present-day observable (and observed) quantity that

correlates across GCMs with their precipitation response in future simulations, which can

therefore be compared to real-world observational values to rule out the projected change in

those models that sit outside the likely observational range of the predictor [nicely discussed

by Caldwell et al., 2014]. To be truly credible, an emergent constraint also requires a clear

physical mechanism that gives rise to the correlation between the control quantity and the

response. Such attempts have been made for snow albedo feedback with global warming

based on the present-day seasonal cycle feedback [Hall and Qu, 2006] and equilibrium cli-

mate sensitivity based on tropospheric relative humidity [Fasullo and Trenberth, 2012]. But

to our knowledge, this has not been formally attempted for the Sahel rainfall response.

1.5 Thesis roadmap

In this thesis, we use idealized SST perturbation experiments in comprehensive AGCMs to

investigate the linkages between precipitation and the MSE budget in response to imposed

changes to the SST field – both its mean and its spatial pattern. Chapter 2 focuses on the

zonal mean; we use the NOAA Geophysical Fluid Dynamics Laboratory AM2.1 AGCM to

examine the annual cycle of zonal mean energy transport, Hadley cell strength, Hadley cell

GMS, and movements of the ITCZ, both in a present-day control setting and in response to

the mean and spatial pattern components of historical anthropogenic forcing agents. Hadley

cell GMS anomalies generally constitute either the majority or at least a sizable fraction of

the anomalous meridional energy transport in the cell centers, which we interpret through
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the effects of thermodynamic scaling acting on climatological near-surface MSE gradients.

Near the ITCZ, this vehicle for GMS changes is less efficient, which constitutes a heuristic

explanation for the tight link between low-latitude MSE fluxes and the ITCZ position.

Chapters 3-5 focus on the Sahel. Through uniform 2 K SST warming simulations in

AM2.1 (Chapter 3), both in its standard configuration and a new configuration utilizing an

alternative convective parameterization, we highlight those processes most relevant to its

well-documented pronounced drying response. In so doing, we quantify its climatological

and perturbation MSE budget, using a new adjustment method to correct spurious imbal-

ances in column tracer budgets. The SST warming acts to enhance the prevailing MSE

difference between the Sahel and the Sahara Desert, and thereby the dry advection into the

Sahel. But in AM2.1 with the alternate convective parameterization, these drying influences

are overcome by the large-scale wettening influences of global SST warming, flipping the

severe precipitation decrease in the default AM2.1 to a modest increase. We argue that the

strengths of these competing drying and wettening effects depend in part on properties of

the climatological circulation, rather than purely on the convective processes irrespective of

the large-scale state.

By extending this analysis to uniform SST warming simulations in other GFDL models

and CMIP5 models (Chapter 4), we find this overall picture to be robust, and precipita-

tion decreases with uniform warming in fourteen of seventeen models analyzed. However,

attempts to turn the robust qualitative signals into a quantitative emergent constraint are

complicated by differing strengths of the relevant correlations across the GFDL models as

compared to across the CMIP5 models. But reanalysis vertical velocity profiles and obser-

vations of covariances of cloud radiative variations with precipitation suggest mechanisms in

AM2.1 that exacerbate the drying response to SST warming in a manner inconsistent with

observations.

Through various additional simulations in GFDL AGCMs and further comparison to

observations (Chapter 5), we refine the interpretation of the results in Chapters 3 and 4 and
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provide insight on several other outstanding questions regarding relationships between SSTs

and rainfall in the Sahel. These include 20th century simulations in GFDL AGCMs which

suggest a non-negligible influence by variations in the global-mean SST on 20th century

decadal-scale rainfall in the Sahel. Finally, Chapter 6 closes with summary of the results

and discussion of their implications, limitations, and prospects for future work.

Our use of idealized SST perturbation experiments in comprehensive AGCMs provides a

bridge between idealized models in which much of the relevant theory has been derived (e. g.

the QTCM [Neelin and Zeng , 2000] and the Frierson et al. [2006] moist idealized GCM) and

fully coupled GCMs (and the real world) in which such idealized SST perturbations are not

feasible.
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Chapter 2

Zonal mean energy transports and ITCZ

movements

Abstract

Anthropogenically forced changes to the mean and spatial pattern of sea surface temperatures

(SSTs) alter tropical atmospheric meridional energy transport throughout the seasonal cycle

– in total, its partitioning between the Hadley cells and eddies, and, for the Hadley cells,

the relative roles of the mass flux and the gross moist stability (GMS). We investigate this

behavior using an atmospheric general circulation model forced with SST anomalies caused

by either historical greenhouse gas or aerosol forcing, dividing the SST anomalies into two

components: the tropical mean SST anomaly applied uniformly, and the full SST anomalies

minus the tropical mean.

For greenhouse gases, the polar-amplified SST spatial pattern partially negates enhanced

eddy poleward energy transport driven by mean warming. Both SST components weaken

winter Hadley cell circulation and alter GMS. The Northern Hemisphere-focused aerosol

cooling induces northward energy flux anomalies in the deep tropics, which manifest partially

via strengthened northern and weakened southern Hadley cell overturning. Aerosol-induced

GMS changes also contribute to the northward energy fluxes. A simple thermodynamic

scaling qualitatively captures these changes, though it performs less well for the greenhouse

gas simulations. The scaling provides an explanation for the tight correlation demonstrated

in previous studies between shifts in the Intertropical Convergence Zone position and cross-
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equatorial energy fluxes.

2.1 Introduction

As described in Chapter 1, the general circulation of Earth’s atmosphere effects transport of

energy from the tropics to higher latitudes that manifests through the Hadley cells, stationary

eddies, and transient eddies, and the dominance of the Hadley cell energy transport in the

deep tropics causes the Intertropical Convergence Zone (ITCZ) position to be sensitive to

meridional energy gradients.1 Both the total tropical atmospheric energy transport and its

partitioning among these flow components vary with the seasonal cycle [e. g. Trenberth and

Stepaniak , 2003]. Stationary eddy transports are also primarily poleward, and transient eddy

poleward fluxes are large in autumn and winter, increasing in magnitude moving away from

the equator. The dynamics controlling the Hadley cells’ strength and extent is also seasonal,

the winter cell adhering more closely to the classical angular momentum conserving models

[e. g. Held and Hou, 1980], but with eddy stresses strongly affecting the circulation in the

equinoctial and summer cells and the poleward flank of the winter cell [e. g. Salmon et al.,

2001; Walker and Schneider , 2005; Merlis et al., 2013a].

The fluxes of energy and mass by the Hadley cells are linked via the gross moist stability

(GMS). As the Hadley cells overturn, their upper and lower branches transport energy

in opposite directions, so that the net meridional energy flux depends on their degree of

compensation [Held and Hoskins, 1985]. This compensation depends on two factors: the

rate of mass circulation (known as the mass flux) and the meridional energy flux per unit

mass flux, which is the GMS. Symbolically at a given latitude φ,

FHC(φ) = Ψmax(φ)∆HC(φ), (2.1)

1Less some notational differences, some introductory material used in Chapter 1, and a few new clarifying
comments, this chapter is a direct reproduction of Hill et al. [2015], © American Meteorological Society.
Used with permission.
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where FHC is the energy flux by the Hadley cells, Ψmax the mass flux, and ∆HC the GMS.

This expression in fact defines GMS as the ratio of the Hadley cell energy flux to the mass

flux;2 in this sense GMS can be thought of as the efficiency of meridional energy transport

by the Hadley cells.

It follows from (2.1) for sufficiently small perturbations that fractional changes in these

quantities are related by

δFHC(φ)

FHC(φ)
=

δΨmax(φ)

Ψmax(φ)
+

δ∆HC(φ)

∆HC(φ)
. (2.2)

Merlis et al. [2013a] show that, at the Hadley cell centers in an intermediate complexity

aquaplanet model forced by orbital precession changes, GMS can overcompensate for the

imposed meridional energy imbalance, such that the fractional mass and energy flux changes

are of opposite sign. Merlis et al. [2013a] also find the GMS response to be captured by a

simple approximation by Held [2001] relating GMS to the surface meridional MSE gradient.

Meridional ITCZ shifts manifest as a spin-up of the cell in the energy excessive hemisphere

and a spin-down in the energy deficient one. If GMS change compensates for some of the

induced energy imbalance, then by (2.2) the mass circulation response – and with it the

ITCZ shift – will be weaker. Yet prior studies have found changes in the ITCZ position to

be tightly correlated with anomalous atmospheric energy transport at the equator [Frierson

and Hwang , 2012; Donohoe et al., 2013], suggesting a modest role for GMS change in and of

itself near the cells’ shared equatorward border.

Several other recent studies have investigated GMS in the context of meridional energy

transports and movement of the ITCZ [e. g. Frierson, 2007; Kang et al., 2009; Kang and

Held , 2011; Merlis et al., 2013b,c], but all use zonally symmetric aquaplanet models (or

with a simple zonally symmetric continent in Merlis et al. [2013b]), often with simplified

2The HC subscript on the gross moist stability term is meant to emphasize that the energy flux is by the
Hadley cells only. The analogous quantity that also includes eddy energy transports is known as “total GMS”
[e. g. Kang et al., 2009]. Moreover, gross moist stability can be defined in other ways than the zonal-mean,
meridional flux form we use here, such as using the flux divergence [e. g. Neelin and Held , 1987] or vertical
velocity profile [e. g. Chou et al., 2009], in which cases it is a function of both longitude and latitude.
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treatments of radiation, convection, and other relevant processes. The behavior of tropical

moist stability in global warming has also been studied more generally, with stability changes

fundamental to the “upped-ante” and “rich-get-richer” mechanisms of Neelin et al. [2003] and

Chou and Neelin [2004].

These considerations compel us to study how anthropogenically forced changes to the

SST field – both its mean and its spatial pattern – alter the tropical meridional energy flux

throughout the seasonal cycle in a comprehensive atmospheric general circulation model

(AGCM). Section 2.2 and Appendix 2.A describe our methodology. Section 2.3 presents the

results of these prescribed SST simulations and a thermodynamic scaling for GMS change

that builds on the ideas of Held [2001]. Discussion and summary follow in Sections 2.4

and 2.5, respectively. We view these simulations as a bridge between the aforementioned

idealized aquaplanet simulations and fully coupled GCMs (or the real world) in which such a

decomposition of surface conditions into mean and spatial pattern components is not feasible.

2.2 Methodology

2.2.1 Prescribed SST experiments

We first create SST anomalies representative of the effects of either forcing agent using the

experiments of Ming and Ramaswamy [2009] with the Geophysical Fluid Dynamics Labora-

tory (GFDL) AM2.1 AGCM [GFDL Atmospheric Model Development Team, 2004; Delworth

et al., 2006], 2◦ latitude × 2.5◦ longitude resolution, coupled to a 50 meter mixed-layer (or

“slab”) ocean. The AGCM accounts for aerosol-cloud interactions via a prognostic cloud

droplet number concentration scheme for shallow cumulus and stratiform clouds that depends

on local aerosol concentrations [Ming et al., 2006, 2007]. A control case with pre-industrial

atmospheric composition is perturbed with pre-industrial to present day anthropogenic bur-

dens of either well-mixed greenhouse gas or aerosols. We run the pre-industrial control,

present day greenhouse gases, and present day aerosol cases to equilibrium, averaging the
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annual cycle of SSTs over model years 61–80 to produce a climatological SST annual cycle.

We then subtract the control from the perturbation SSTs to obtain an SST anomaly field

for each forcing agent.

Next, we add these SST anomalies to observed climatological SSTs from the NOAA

Optimal Interpolation dataset [Reynolds et al., 2002] over 1981–1999, again retaining an

annual cycle. These SST fields along with observed climatological sea ice are then used to

drive AM2.1, with the same annual cycle repeated each year. This yields a control case and

greenhouse gas and aerosol perturbation cases. The AGCM is run for 17 years, the first year

discarded as spin-up and results averaged over the subsequent 16. Results averaged over the

first 8 years or subsequent 8 years of the averaging period are largely similar to results using

all 16. Unless otherwise noted, all subsequent discussion of results are for the prescribed

SST experiments.

Two additional simulations for each forcing agent isolate the roles of changes to the mean

and spatial pattern of SSTs. In the first, the annual mean SST change averaged over the

tropics (+2.0 K for greenhouse gases, −1.1 K for aerosols; tropics defined as 30◦S–30◦N)

is added to the climatology at every ocean gridpoint and timestep.3 In the second, this

tropical mean SST change is subtracted from the full SST anomaly field at each ocean

gridpoint before being added to the climatology. These experiments thus represent the

mean temperature change and spatial pattern components, respectively. Ma and Xie [2012]

perform an analogous decomposition into mean and spatial pattern components in the CAM3

AGCM in their analysis of circulation and precipitation responses to anthropogenic forcing.

The near-zero tropical mean temperature change in the spatial pattern simulations negates

changes in specific humidity induced via the Clausius-Clapeyron relation. Changes in annual

and tropical mean water vapor path are −0.1 and −0.2 kg m−2 for the spatial pattern cases

of greenhouse gases and aerosols, respectively, compared to +6.9 and −3.2 kg m−2 for the

mean temperature change components and +6.7 and −3.4 kg m−2 for the full perturbation

3By coincidence of the tropical mean greenhouse gas warming being just over 2 K (2.04 K), the mean
warming case is essentially identical to commonly run “plus 2 K” or “Cess” uniform SST warming simulations.
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cases. In this sense, the mean and spatial pattern cases can be roughly thought of as the

“thermodynamic” and “dynamic” components of the total response to the anomalous SSTs.

The atmosphere responds quite linearly to the mean/spatial pattern decomposition, in that

for all quantities analyzed the response to the full perturbation roughly equals the sum of the

responses in the corresponding mean temperature change and spatial pattern cases (shown

below for the energy flux).

2.2.2 Treatment of direct radiative forcing and surface fluxes

The atmospheric composition in all prescribed SST experiments is present day. Therefore,

any differences in the climate response stem solely from differences in the imposed SST

fields, and fast atmospheric adjustments (in particular by clouds) to the forcing agent are

only incorporated to the extent that they affect the SST field in the original slab-ocean

experiments. Nevertheless, the total atmospheric energy flux, mass flux, and GMS are to

first order identical in the mixed layer ocean-AM2.1 and prescribed SST configurations (not

shown), suggesting that fast atmospheric adjustments that do not imprint onto the SST field

are of secondary importance for the large scale energetic response. The mixed layer ocean

simulations include prescribed ocean surface flux adjustments as standard to mimic ocean

heat transport. There are no prescribed surface fluxes in the prescribed SST simulations.

Altered atmospheric MSE transport is not the sole possible means of adjustment to

an imposed meridionally asymmetric forcing: ocean heat transport or local radiative ad-

justments (e. g. via clouds) are feasible alternatives and are recognized to affect the ITCZ

position (and hence the cross-equatorial energy flux) [e. g. Kang et al., 2008, 2009; Frier-

son and Hwang , 2012; Frierson et al., 2013; Marshall et al., 2013]. Also, as demonstrated

by Yoshimori and Broccoli [2008] and Frierson and Hwang [2012], cross-equatorial energy

transports are ultimately tied to the TOA radiative imbalance between the hemispheres,

for which the hemispheric mean surface temperature is a good, but not perfect, indicator.

Kang and Held [2011] demonstrate SSTs to be a similarly imperfect proxy for surface energy
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fluxes in driving tropical precipitation anomalies. Our focus on atmospheric MSE transports

and framing of the energy transports and precipitation as responding to SST perturbations

should be interpreted with these caveats in mind.

Appendix 2.A details how the energy flux, mass flux, and gross moist stability are calcu-

lated, including the partitioning of the energy flux among the MMC, stationary eddy, and

transient eddy terms, a simple adjustment based on mass balance considerations applied in

the MMC energy flux computation, and the sensitivity of the energy flux calculations to the

height of the vertical integral.

2.3 Results

2.3.1 Surface temperature

Figure 2.1 shows the annual mean latitude-longitude pattern of surface air temperature

change for the full and spatial pattern perturbation cases of each forcing agent. Tight

coupling of the ocean and near-surface atmosphere cause these values over ocean to be nearly

identical to the imposed SSTs (not shown), except for high latitude locations where the

prevailing meteorology decouples the atmosphere from the surface. Table 2.1 lists the global

mean, tropical mean, and Northern Hemisphere (NH) minus Southern Hemisphere (SH)

annual mean surface air temperature responses for each perturbation simulation. Warming

by greenhouse gases and weaker cooling by aerosols are evident (+2.6 and −1.6 K global

mean, respectively), as are the polar amplified spatial pattern of the greenhouse gases and

the aerosol-induced cooling of the NH relative to the SH (NH and SH mean change are +2.7

and +2.4 K respectively for greenhouse gases and −2.0 and −1.1 K for aerosols).

Figure 2.1 also shows the annual cycle of the zonal mean surface air temperature change

for both full cases. The weakest changes occur in the Arctic during NH summer, when

melting ice and snow peg surface temperature to the freezing point. Both also have their

maximum magnitudes in the Arctic winter, as the prevailing near surface inversion inhibits
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Figure 2.1: Surface air temperature response for the prescribed SST experiments: annual
mean for (a) greenhouse gases, (b) aerosols, (c) greenhouse gases spatial pattern, and (d)
aerosols spatial pattern, and the annual cycle of their zonal mean for (e) greenhouse gases
and (f) aerosols. The vertical axis in panels (e) and (f) is sinφ to be proportional to Earth’s
fractional surface area at each latitude.
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Table 2.1: Annual mean surface air temperature anomaly (in K) for the global mean, the
tropics (30◦S–30◦N), and the northern hemisphere minus the southern hemisphere in the
full, mean, and spatial pattern simulations for greenhouse gases and aerosols.

Globe Tropics NH–SH
Greenhouse gases

Full 2.6 2.3 0.3
Mean 2.3 2.3 0.1
Spatial pattern 0.1 −0.1 0.2

Aerosols
Full −1.6 −1.3 −0.9
Mean −1.3 −1.3 −0.1
Spatial pattern −0.3 −0.1 −0.7

turbulent fluxes, thereby forcing the energetic anomalies to be shed via changes in longwave

emission [e. g. Boé et al., 2009; Lesins et al., 2012]. This results in seasonal variations in the

NH high latitude surface temperature response of ∼6 K for greenhouse gases and ∼4 K for

aerosols, in contrast to .1 K in the tropics for either forcing agent.

2.3.2 Energy flux

Figure 2.2 shows the annual cycle of the monthly mean meridional energy flux in total and

for the three flow components in the control experiment. Outside ∼20◦S–20◦N, transport

is poleward in both hemispheres year-round, reaching peak magnitudes near 7 PW in the

mid-latitudes in early winter. The Hadley cells contribute up to ∼3 PW in mid- to late

winter of either hemisphere. Stationary eddies contribute up to ∼3 PW to the poleward

transport in the NH mid-latitudes in winter, but their contribution in the tropics is weaker.

Transient eddies contribute more than 5 PW to the poleward energy transport in autumn

and winter over much of the mid-latitudes, with spillover of up to 4 PW extending through

the tropics.

Grey curves in this and subsequent figures indicate the locations of the Hadley cell bound-

aries, calculated as the zero crossings of the 500 hPa meridional mass streamfunction, linearly

interpolating between the grid latitudes at which the streamfunction changes sign. As Dima

26



 90 ◦ S

60 ◦ S

30 ◦ S

EQ

30 ◦ N

60 ◦ N

90 ◦ N
(a)

Total

 90 ◦ S

60 ◦ S

30 ◦ S

EQ

30 ◦ N

60 ◦ N

90 ◦ N
(b)

Mean Meridional Circulation

 90 ◦ S

60 ◦ S

30 ◦ S

EQ

30 ◦ N

60 ◦ N

90 ◦ N
(c)

Stationary Eddies

J F M A M J J A S O N D
90 ◦ S

60 ◦ S

30 ◦ S

EQ

30 ◦ N

60 ◦ N

90 ◦ N
(d)

Transient Eddies

6 4 2 0 2 4 6
PW

Control meridional energy flux

Figure 2.2: Annual cycle of northward energy flux in the prescribed SST control simulation
in color contours: (a) its total, and contributions from (b) the mean meridional circulation,
(c) stationary eddies, and (d) transient eddies. Appendix 2.A describes how these are calcu-
lated. Grey curves denote the positions of the Hadley cells’ boundaries as defined by the zero
crossings of the meridional mass streamfunction at 500 hPa. Because the flux calculations
incorporate surface area, no sinφ spacing is necessary on the vertical axis.
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and Wallace [2003] demonstrate for reanalysis data, the two cells smoothly vary throughout

the year between equinoctial and solsticial patterns (rather than displaying “square wave”

behavior dominated by the solsticial cell as has sometimes been posited).

Figure 2.3 shows the total anomalous energy flux and the contributions of each flow

component for the full greenhouse gas and aerosol experiments; the overlaid Hadley cell

boundaries are of the perturbation run. Greenhouse gases mostly increase poleward trans-

port, with maximum magnitudes ∼0.4 PW. This is driven by eddies, with stationary eddies

contributing northward anomalies over much of the NH tropics and transient eddies enhanc-

ing poleward energy transport over most of the extratropics. In contrast, the Hadley cells

tend to oppose this enhanced poleward transport, contributing southward anomalies in the

NH winter cell up to −0.6 PW and northward anomalies in the SH winter cell up to +0.4 PW.

These anomalous cross-equatorial fluxes likely stem from the seasonally reversing anomalous

meridional temperature gradient: the minimum in Arctic warming and concurrent relative

maximum Antarctic warming in boreal summer induce a northward cross-equatorial energy

transport, and vice-versa for austral summer.

Aerosols yield northward anomalies in the deep tropics year-round. They are centered on

the equator, reach +0.7 PW in the SH winter cell, and occur almost exclusively via the Hadley

cells. Interestingly, in the NH they are strongest in summer when Arctic cooling is minimum,

rather than winter when the meridional gradient in temperature change is largest. Outside

this region of strong northward anomalies, the picture is generally reduced poleward flux,

with equatorward anomalies in either hemisphere. Stationary eddies contribute substantially

to this weakening in the SH tropics, while transient eddies drive the extratropical response.4

Some latitudes and months exhibit pronounced re-partitioning among the flow compo-

nents despite weak change in the total flux. For example, the strongest anomalies in any field

are for the aerosol transient eddies in February in the NH mid-latitudes, with values reaching

4Though MSE flux anomalies by eddies in the deep tropics are weak in our simulations, the possible
significance of eddy MSE fluxes there cannot in general be discounted – Figure 2.2 demonstrates this for the
climatology [see also Peters et al. 2008].
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Figure 2.3: Annual cycle of the anomalous northward atmospheric energy transport for
the full (left column) greenhouse gas and (right column) aerosol simulations, (a,b) in total
and by each flow component: (c,d) the mean meridional circulation, (e,f) stationary eddies,
and (g,h) transient eddies. Overlaid grey curves mark the locations of the Hadley cells’
boundaries in the perturbation simulation, as defined by the zero crossings of the meridional
mass streamfunction at 500 hPa.
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−0.8 PW. However, moderate northward anomalies in both the MMC and stationary eddy

fields compensate, yielding only a −0.1 PW anomaly in the total flux.

Figure 2.4 shows the change in total atmospheric energy transport for the mean and

spatial pattern cases of each forcing agent and their sum. For greenhouse gases, these

components generally oppose each other. The mean warming enhances poleward energy

transport via increased poleward moisture transport (not shown) [Manabe and Wetherald ,

1975; Held and Soden, 2006; Hwang and Frierson, 2010], with magnitudes near 0.3 PW for

much of the year in the subtropics. In contrast, the polar amplified spatial pattern reduces

the meridional temperature gradient, thereby weakening the poleward flux. The former

effect being stronger than the latter in this case, the net result is enhanced poleward energy

transport that is weaker than the mean warming case [Caballero and Langen, 2005].

Aerosol mean cooling weakens the poleward energy flux by more than 0.2 PW at most

latitudes/months via the same moisture flux mechanism (albeit with opposite sign) as the

greenhouse gas mean warming case. Meanwhile, the aerosol spatial pattern drives the strong

northward anomalies (up to +0.7 PW) in the deep tropics apparent in the full case. These

anomalies are strongest just poleward of the Hadley cells’ interior boundary in either hemi-

sphere. Thus the mean and spatial pattern effects buttress one another in the southern

Hadley cell but oppose each other in the northern cell, resulting in the full aerosol case in

northward anomalies that peak in the SH winter cell just south of the cells’ shared border.

Combining these two decompositions – into MMC/stationary eddy/transient eddy com-

ponents of the energy flux and into mean/spatial pattern of SSTs – the following picture

emerges: greenhouse gas warming enhances poleward energy transport mostly through ed-

dies, an effect that is partially negated by the weakened meridional temperature gradient.

Meanwhile, the aerosol spatial pattern of relative NH cooling induces northward anomalies

in the deep tropics that occur via the Hadley cells and that are superimposed on reduced

poleward energy transport due to the mean cooling. Comparing the sum of the mean and

spatial pattern components (Figure 2.4e,f) to the full case (Figure 2.3a,b) reveals that the
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Figure 2.4: As in Figure 2.3, but for anomalous total northward atmospheric energy trans-
port as defined by (2.10) for the (top row) uniform temperature change simulation, (center
row) spatial pattern simulation and (bottom row) their sum. The grey curves denote the
Hadley cell borders (a–d) in the perturbation simulation and (e,f) the average of their values
in the uniform and spatial pattern simulations. The borders are determined by the zero
crossings of the meridional mass streamfunction at 500 hPa.
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response is quite linear to the imposed decomposition for either forcing agent.

2.3.3 Mass flux

That the Hadley cells contribute non-negligibly for greenhouse gases and substantially for

aerosols to the anomalous energy flux justifies analysis of the relative roles of both the mass

flux and gross moist stability, starting with the mass flux Ψmax. We define Ψmax convention-

ally (see Appendix 2.A) as the signed maximum magnitude of the Eulerian mean meridional

streamfunction Ψ at each latitude, such that positive values correspond to northward flow

aloft as in the NH cell. Ψmax is therefore climatologically the same sign as the energy flux

FHC.

Figure 2.5 shows the mass flux annual cycle in the control for 45◦S-45◦N. Values peak

in the winter cells and are strongly seasonal in the deep tropics, ranging from 15 × 1010 kg

s−1 in January to −24 × 1010 kg s−1 in July. This seasonality weakens moving towards the

subtropics: at 30◦S/N the mass flux is of the same sign year-round, with an annual range of

∼4×1010 kg s−1.
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24 16 8 0 8 16 24
1010  kg s−1

Control mass flux

Figure 2.5: Annual cycle of the mass flux, Ψmax, in the control simulation for 45◦S-45◦N,
defined as the signed maximum magnitude of the meridional mass streamfunction at each
latitude, where the streamfunction Ψ is defined as standard by (2.11). Positive values, as
in the NH cell, denote northward flow in the upper branch of the overturning circulation.
Overlaid grey curves denote the boundaries of the Hadley cells defined based on the zero
crossings of Ψ at 500 hPa.

Figure 2.6 shows the mass flux response annual cycle in the six perturbation experiments.
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Changes of substantial magnitude are bounded by the extent of the Hadley cells interior

boundary seasonal migration, ∼15◦S–15◦N, hinting that the Hadley circulation responds

primarily via alterations to its interior boundary location. For greenhouse gases the interior

boundary moves southward April through September and northward otherwise, while for

aerosols it moves southward year-round – both of these responses are consistent the sign of

the mass flux changes in that simulation over most of the year.

For greenhouse gases, the mass flux anomalies vary seasonally as to oppose the clima-

tology, in the northern winter cell up to −5.4 × 1010 kg s−1 and in the southern winter cell

up to 3.6 × 1010 kg s−1. Kang et al. [2013] likewise see weakening of both winter cells in

a 40-member ensemble of the CCSM4 GCM subject to A1B emissions scenario radiative

forcing (which is dominated by increased greenhouse gas concentrations).

By coincidence, the mass flux responds similarly to the mean warming and spatial pattern

components of greenhouse gas SSTs, both acting primarily against the climatology. For mean

warming, we expect the total convective mass flux to decrease because the specific humidity

increases faster with temperature than the precipitation [Knutson and Manabe, 1995; Held

and Soden, 2006]. If not constrained by other factors, one expects the mean meridional

overturning mass flux to participate in this reduction, as seen here. (Being equatorward of

15◦ latitude, the large changes in seasonal Hadley cell mass flux are unlikely constrained by

eddy momentum fluxes through the small-Rossby number zonal force balance between eddy

momentum fluxes and Coriolis force.) For the polar amplified spatial pattern, the reduced

meridional temperature gradient necessitates weaker poleward energy fluxes as discussed

above. This is partly accomplished in the deep tropics via a weakening of the mass flux in

the winter cell. The net result of these mechanisms is a stronger weakening of the circulation

in total for greenhouse gases than for either the mean or spatial pattern component alone.

Aerosols induce strong anomalies nearly year-round in the deep tropics, with maximum

values in January through March near +6× 1010 kg s−1. These reinforce the climatology in

the NH cell but counteract it in the SH cell and are co-located with the strong northward
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Figure 2.6: Annual cycle of the mass flux response for 45◦S-45◦N in the (left column)
greenhouse gas and (right column) aerosol (top row) full, (middle row) uniform temperature
change, and (bottom row) spatial pattern cases. Overlaid grey curves mark the locations of
the Hadley cells’ boundaries in the perturbation simulation, as defined by the zero crossings
of the meridional mass streamfunction at 500 hPa.
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energy flux anomalies (Figure 2.3). In other words, the spin up of the NH cell enhances

the climatological northward energy flux, while the spin down of the SH cell weakens the

climatological southward energy flux in that cell. Both cases yield anomalous northward

energy fluxes.

The mean cooling contributes weakly to this pattern, with substantial anomalies (up to

−3.4 × 1010 kg s−1) only in July through September just south of the Hadley cells’ shared

border. The mean cooling of aerosols does not spin-up the circulation in a scaled mirror

image of the greenhouse gas mean warming; that is, the mass flux changes with uniform

SST change are not symmetric about zero. This behavior is still under investigation. Wyant

et al. [2006] demonstrate asymmetric tropical changes in both shortwave and longwave cloud

radiative forcings in plus-2K and minus-2K experiments conducted in AM2.1, attributing

them to differing condensate responses in ascent regions. Interestingly, they find no such

asymmetry in another AGCM (namely NCAR CAM3.0).

Nevertheless, the mean temperature change component contributes only weakly to the

total aerosol mass flux response. Instead, the spatial pattern component drives the northward

anomalies. This is consistent with the net northward energy flux anomalies (Figure 2.3(b))

being driven by the spatial pattern simulation as well (Figure 2.4(d)), as discussed previously.

2.3.4 Gross moist stability

As detailed in Appendix 2.A, we use a definition of GMS that includes only the Hadley

cell contribution to the meridional energy flux, in order to understand the Hadley cell en-

ergy flux changes that dominate the total transport change for aerosols and the anomalous

cross-equatorial MSE fluxes for greenhouse gases that oppose the enhanced poleward energy

transport by eddies.
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2.3.4.1 Theory

We start with a simple estimate for GMS made by Held [2001] (hereafter H01). GMS as

defined by (2.12) is a meridional flow-weighted difference between upper and lower level MSE

[Neelin and Held , 1987]. In the limit of equal magnitude mass flow confined to one upper

and one lower boundary layer, the mass flux weighting drops out and this simplifies to the

upper minus lower level MSE. At the ITCZ, deep convection homogenizes MSE vertically.

Additionally, the weak temperature gradient dynamical constraint in the free troposphere

horizontally homogenizes temperature and geopotential fields aloft. Together these imply

that the surface MSE at the ITCZ sets the MSE field aloft throughout the tropics, and

therefore GMS at a given latitude within the Hadley cells depends on the difference between

surface MSE values locally and at the ITCZ:

∆HC(φ) ≈ hITCZ − h(φ), (2.3)

where the subscript ITCZ denotes the value at the latitude of the ITCZ and all variables

refer to surface values.

H01 further simplifies by noting that geopotential is zero at the surface and writing

q = Hqs, where H and qs are the near-surface relative humidity and saturation specific

humidity respectively, such that h = cpT + LvHqs. Then, neglecting meridional variations

in H, GMS becomes

∆HC(φ) ≈

(

cp + LvH
dqs
dT

∣
∣
∣
∣
H

)

(TITCZ − T (φ)), (2.4)

where H is the tropical mean near-surface relative humidity and dqs/dT |H is the change

in saturation specifc humidity with respect to temperature at a fixed relative humidity, as

governed by the Clausius-Clapeyron relation. (2.4) states that GMS is determined solely

by the meridional profile of surface temperatures and the tropical mean surface relative

36



humidity. While H01 is concerned with the climatological annual mean GMS, (2.3) and

(2.4) are easily modified to represent GMS changes, e. g. between perturbation and control

experiments. Merlis et al. [2013a] do so using (2.3), finding it to be a useful approximation

of the GMS response to orbital precession in an idealized aquaplanet GCM (their Fig. 9).

We do likewise for our simulations but using a modified form of (2.4). Variations of

relative humidity with latitude in the tropics for a given climate tend to exceed those at a

given latitude in response to a climate perturbation. For example, annual and zonal mean

relative humidity at 2 m above the surface varies by ∼15% from the equator to 30◦ in either

hemisphere in our control simulation, whereas the maximum magnitude change at a given

tropical latitude from the control to any perturbation simulation is ∼1%. Therefore, we

retain meridional variations in relative humidity and instead assume that specific humidity

obeys the familiar thermodynamic scaling relation, i. e. δq/q = αδT , where α = 7% K−1

represents the fractional increase in saturation vapor pressure with temperature via Clausius-

Clapeyron. With these alterations, the GMS change is given by

δ∆HC(φ) = (cp + αLvqITCZ)δTITCZ − (cp + αLvq(φ))δT (φ), (2.5)

where δ denotes the difference between two climate states. Rearranging terms reveals the

condition governing the sign of GMS change (the two equalities can be replaced with > or

<):

δ∆HC(φ) = 0 ⇐⇒
δT (φ)

δTITCZ

=
cp + αLvqITCZ

cp + αLvq(φ)
. (2.6)

Presumably qITCZ > q(φ), and therefore the right hand side of the second equality in (2.6)

is strictly greater than unity. Thus for GMS to remain constant, the magnitude of sur-

face temperature change locally must exceed that at the ITCZ to an extent that depends

on the existing specific humidity difference between them. Figure 2.7 shows this ratio

δT (φ)/δTITCZ|δ∆HC=0 for the control experiment. As zonal mean specific humidity decreases

monotonically away from the ITCZ into the subtropics (not shown), the temperature change
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ratio increases monotonically, reaching ∼1.6 near the poleward boundaries of either Hadley

cell.
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Figure 2.7: Based on (2.6), the ratio of near-surface temperature change at the given
latitude and at the intertropical convergence zone (ITCZ) necessary for GMS change to be
zero. 925 hPa values of q and T taken from the control simulation are used. The ITCZ
latitude is taken as the latitude of maximum zonal mean precipitation, linearly interpolated
between model grid points to where ∂P/∂φ = 0.

For the particular case of a uniform δT , (2.5) reduces to δ∆HC(φ) = αLv(qITCZ−q(φ))δT .

Again assuming qITCZ > q(φ), the sign of the GMS change depends solely on the sign of δT .

Uniform warming increases, and uniform cooling decreases, GMS at all latitudes outside the

ITCZ, with the magnitude of the change increasing with the magnitude of the temperature

change and moving towards the subtropics (we discuss the accuracy of this simple picture

below). Given that climatologically GMS also increases meridionally away from ITCZ, this

behavior in the case of uniform warming can be thought of as another manifestation of “rich-

get-richer” behavior [Chou and Neelin, 2004; Held and Soden, 2006; Chou et al., 2009]: the

“stable get stabler” (taking liberty to define “the stable” as all latitudes outside the ITCZ).

2.3.4.2 Results

Figure 2.8 shows the annual cycle of GMS in the control simulation. All GMS plots absorb

a 1/cp factor as standard to get units of K and have values outside of the Hadley cells

masked. Overlaid in the blue dotted curve is the ITCZ location, defined as the latitude of

maximum zonal mean precipitation, linearly interpolated from the model grid to the point
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where ∂P/∂φ = 0. The control GMS qualitatively adheres to the H01 picture, being near

zero following the boundary separating the Hadley cells and increasing polewards. However,

the ITCZ is usually displaced equatorward from that border by several degrees latitude;

such equatorward displacement has been attributed in past studies to the streamfunction

meridional gradient maximum also being displaced equatorward [see Figure 9 of Donohoe

et al., 2013]. Thus GMS at the ITCZ is generally positive (& 4 K), contradicting the assertion

by (2.3) that ∆HC = 0 at the ITCZ.
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Figure 2.8: Annual cycle of gross moist stability ∆HC(φ) in the control simulation. Positive
values indicate that the net meridional energy flux is in the same direction as the flow in
the upper branch, as occurs in the Hadley cells. Values outside the Hadley cells are masked,
as the primary concern is with tropical energy fluxes and since the underlying dynamics
differ markedly for the Hadley and Ferrel cells. The dotted blue line denotes the ITCZ
location, taken as the latitude of maximum zonal mean precipitation, linearly interpolated
between model grid points to where ∂P/∂φ = 0. GMS has been divided by cp in this and
all subsequent plots as standard to get units of K.

We discuss the GMS responses of the aerosol simulations first, being simpler than those

of the greenhouse gas cases. Figure 2.9 shows the GMS response for the three aerosol cases

(left column) and their corresponding estimates using (2.5) (right column). Values within

6◦ latitude of the Hadley cells’ interior border on either side are masked out for the full

calculation, as it becomes problematic near where the mass flux goes to zero. The theoretical

estimate uses values at 925 hPa. Despite its simplicity, (2.5) captures the qualitative behavior

throughout the seasonal cycle in each simulation. For the full and spatial pattern cases, GMS

decreases in the southern Hadley cell and increases in the northern cell for most of the year.
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For the uniform cooling simulation, the estimate features nearly monotonically decreasing

GMS moving meridionally away from the convection zone. The actual response to uniform

cooling (Figure 2.9(c)) also predominantly features reductions, but with notable exceptions

in the NH summer cell and over much of the year for ∼20◦-30◦S.

The spatial pattern component can also be understood via the theoretical estimate. Be-

cause the reducton in zonal mean surface temperature increases northwards, GMS will de-

crease at latitudes south of the ITCZ and increase at latitudes north based on (2.6). This

response yields an anomalous northward MSE transport that acts against the imposed cool-

ing of the NH relative to the SH. So as was the case with the MSE flux, the aerosol mean

cooling and spatial pattern components reinforce each other in the southern Hadley cell and

counteract each other in the northern cell, resulting in generally weaker GMS increases in

the northern cell than decreases in the southern cell for the full aerosol case. This pattern

of destructive vs. constructive interference can also be seen in Table 2.2, which lists for each

month in the full aerosol simulation the change in FHC and the fractional changes in FHC,

Ψmax, and ∆HC at the latitude φmax of the maximum magnitude of Ψmax, which is essentially

the center of the stronger Hadley cell. In the SH cell, more than half of the energy flux

fractional change occurs via GMS, while the converse holds in the NH cell.

Figure 2.10 shows the GMS response for the three greenhouse gas cases and their cor-

responding (2.5) estimates. (2.5) captures the qualitative behavior of GMS in the spatial

pattern case: in the southern cell, slight decreases just south of the interior border most of

the year and mild increases year-round south of ∼15◦S and, in the northern cell, mild de-

creases most of the year. This behavior is essentially a weakened mirror image of the aerosol

spatial pattern case, as the zonal mean surface temperature response increases (becomes

more positive) nearly monotonically moving northward throughout the tropics. It acts to

produce anomalous southward energy flux anomalies in either cell, consistent with the slight

warming of the NH relative to the SH (Table 2.1).

The GMS responses to the full and uniform warming greenhouse gas cases are of compa-
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Gross moist stability response: aerosols

Figure 2.9: Annual cycle of the gross moist stability response to the aerosol (top row)
full, (middle row) uniform temperature change, and (bottom row) spatial pattern cases, as
computed using (left column) the full GMS calculation of (2.12) and (right column) the
theoretical estimate (2.5). Values outside the Hadley cells are masked in all panels, and
values within 6◦ latitude of the Hadley cells’ interior border (indicated by the thin grey
curve in the right panels) on either side are also masked out in the left column, as the
GMS calculation becomes problematic near where the mass flux goes to zero. The Hadley
cell boundaries are for the perturbation simulations, as defined by the zero crossings of the
meridional mass streamfunction at 500 hPa. The dotted blue line denotes the ITCZ location
in the perturbation simulation, taken as the latitude of maximum zonal mean precipitation,
linearly interpolated between model grid points to where ∂P/∂φ = 0.
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Gross moist stability response: greenhouse gases

Figure 2.10: As in Figure 2.9, but for the greenhouse gas simulations.
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Table 2.2: Columns from left to right: month, the latitude of the maximum magnitude of the
mass streamfunction (in degrees and denoted φmax) in the control simulation, the northward
MSE flux by the Hadley cell at the latitude φmax in the control simulation (in PW), and
the fractional changes in the full aerosols simulation from the control at φmax of the Hadley
cell energy flux, mass flux, and gross moist stability. The months begin in April rather than
January so that the periods when the southern hemisphere (April to October) or northern
hemisphere (November to March) cell are strongest are each continuous within the table.

Month φmax FHC(φmax)
δFHC

FHC
(φmax)

δΨmax

Ψmax
(φmax)

δ∆HC

∆HC
(φmax)

4 -13.1 -1.12 -0.14 -0.02 -0.11
5 -9.1 -1.68 -0.20 -0.07 -0.14
6 -5.1 -2.21 -0.27 -0.13 -0.17
7 -5.1 -2.71 -0.21 -0.07 -0.14
8 -5.1 -2.65 -0.17 -0.07 -0.11
9 -5.1 -2.19 -0.23 -0.08 -0.17

10 -7.1 -1.12 -0.32 -0.07 -0.26
11 15.2 1.80 0.10 0.09 0.01
12 11.1 2.09 0.21 0.17 0.03
1 9.1 2.53 0.22 0.16 0.05
2 7.1 2.19 0.20 0.15 0.04
3 9.1 1.48 0.28 0.16 0.10

rable magnitude to the corresponding aerosol simulations but noisy, with (2.5) doing a much

poorer job than for the spatial pattern or for the three aerosol cases. Note that GMS re-

sponse to the uniform warming case is the only field featuring substantial variations between

the two 8 year averaging subperiods mentioned previously (not shown).

Two factors contribute to this discrepancy. First, MSE increases aloft at the ITCZ are

smaller than at the surface year-round due to slight increases in boundary layer relative hu-

midity (not shown), leading to an overestimate of GMS change when estimating the upper

level change in MSE at the ITCZ using the surface change at fixed relative humidity. Second,

the weak temperature gradient approximation is imperfect; increases in MSE aloft are max-

imum in each month near the equator and become smaller monotonically moving poleward,

albeit weakly (not shown). Combined, these effects lead to a more positive prediction of

GMS change when using surface MSE differences (i. e. (2.5)) rather than local vertical MSE

differences. Why these assumptions fail only in response to greenhouse gas full or uniform

SSTs remains an open question.
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2.4 Discussion

2.4.1 Implications of GMS change for forced ITCZ shifts

(2.5) states that changes in GMS depend only on two fields: the climatological near-surface

specific humidity, and the anomalous surface temperature. Both quantities have some finite

scale of meridional variations – Fig. 1(e) and (f) roughly indicate this for surface temperature

anomalies. At latitudes sufficiently far away from the ITCZ, the differences relative to the

ITCZ of either field can be substantial, and hence GMS can vary via thermodynamic scaling.

But there exist latitudes that are too near the ITCZ to experience substantial differences

in either field relative to their values at the ITCZ. As such, (2.5) states that GMS will not

vary substantially at these latitudes by simple thermodynamic scaling behavior. As a result,

anomalous energy fluxes must manifest exclusively via anomalous circulation, consistent with

large mass flux changes being confined to the latitudes near the ITCZ (Figure 2.6).

We speculate that this explains why the ITCZ position has been found to be so tightly

correlated with atmospheric energy transport at the equator [e. g. Frierson and Hwang ,

2012; Donohoe et al., 2013]: near the equator, dynamical shifts of moisture convergence are

the only practical means by which to substantially alter the energy transport. Moreover,

latitudes near the energy transport zero-crossing can undergo a change in sign of the net

energy flux (from southward to northward or vice versa). This can only be accomplished by

a shift of the Hadley cells’ border; increasing or decreasing the energy transport efficiency

does not change the sign.

2.4.2 Interpreting our GMS results

Our estimate could be reconciled with the nonzero GMS at the ITCZ by forbidding GMS

anywhere from dropping below its value at the ITCZ. Despite its imperfect column MSE

homogenization, we still expect the intense convection within the ITCZ to communicate sur-
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face conditions to the free troposphere more effectively than other regions [Sobel et al., 2002]

and thus set the baseline energetic stratification of the tropics. This baseline GMS value is

likely model-dependent – see Merlis et al. [2013a] for further discussion of the decomposition

of GMS into meridionally varying and uniform components and what sets the GMS value at

the ITCZ.

That the actual GMS values drop below the value at the ITCZ near the cell edge does not

seriously detract from this modification, since the computed changes in this region appear

unphysical. As mentioned above, diagnosing the change in GMS as defined in (2.12) in a

finite resolution model becomes difficult near the cell boundary where both its numerator

and denominator go to zero, resulting in large unphysical dipoles. Definitions of GMS in

terms of vertical velocity and MSE profiles [e. g. Chou and Neelin, 2004; Chou et al., 2009]

avoid this technical pitfall; however such measures lose the explicit, simple dependence on

the MSE and mass fluxes that make (2.12) especially useful for our purposes.

Our neglect of zonal asymmetries is likely problematic. The deep tropical precipitation

distribution possesses strong zonal asymmetries throughout the annual cycle [e. g. Hu et al.,

2007]. Presumably the local stability is nearly zero within local convection zones, but zonally

averaging combines these with larger stability values of any non-convective regions at the

same latitude. Any double ITCZ structure, such as in the eastern Pacific, certainly compli-

cates the energetics, as nicely distilled by Bischoff and Schneider [2015]. The application

of the Bischoff and Schneider [2014, 2015] energetic framework for single and double ITCZs

to reanalysis and observational data by Adam et al. [2016a,b] indicates that the ITCZ ener-

getic framework largely works within zonally confined sectors as well as in the zonal mean.

This raises the possibility, of performing our analysis separately on individual zonal sectors,

i. e. computing the GMS of each monsoon and ITCZ region separately. This introduces

some conceptual difficulties, however, in particular accounting for mass and MSE transport

through the zonal boundaries.

Our framework of taking the MSE fluxes as externally imposed and then seeing how they
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are partitioned between the mass flux and GMS is somewhat arbitrary. Particularly when

eddy stresses are important in the momentum balance, the Hadley cell mass flux (and with it

GMS) is not free to respond directly to an energetic perturbation [e. g. Walker and Schneider ,

2005]. For the solsticial Hadley cell in which eddy stresses are small, the forced mass flux

response can be thought of as slaved to the energy and GMS forced responses [Merlis et al.,

2013a]. But without a simple relationship between anomalous atmospheric energy transport

and radiative forcing (due to complicating effects of local feedbacks and ocean transport)

and with our GMS scaling being at best qualitatively accurate, constraining the circulation

response to forcing remains elusive.

2.4.3 Prescribed SSTs

While using prescribed SSTs enables the useful decomposition into mean and spatially vary-

ing components, it also prohibits coupling of the atmosphere and ocean responses that are

important in the real world. Kang and Held [2011] demonstrate that model Hadley cell

responses to extratropical forcing can be sensitive to the details of the imposed SST profiles,

which could stem in part from the GMS dependence on SSTs we have presented. We have not

explored the sensitivity of the results to different SST patterns. SST anomalies were attained

using a mixed-layer ocean-AGCM rather than a fully coupled atmosphere-ocean GCM, and

prior studies have demonstrated important differences in the projected SST change with

global warming between them [e. g. Xie et al., 2010].

Though both the imposed SST anomalies and the resulting atmospheric responses we an-

alyze correspond to equilibrium differences between distinct climate states, nothing precludes

our framework from being applied in a transient setting. Given that our GMS theory works

best for the spatial pattern cases, it may even do better, since presumably SST gradients

will be even sharper.

In addition to the simulations already described, Ming and Ramaswamy [2009] also per-

form an experiment with the mixed-layer ocean-AM2.1 setup in which both forcing agents
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are set to their present day values in the same simulation. Because aerosols counter some

of the greenhouse gas-driven mean warming while still imprinting their spatial pattern of

NH cooling relative to the SH (annual mean global, NH, and SH mean surface air tempera-

ture change are +0.6, +0.2, and +1.3 K, respectively), the responses of this simulation (not

shown) are similar to the aerosol spatial pattern prescribed SST simulation.

2.5 Summary

Using the GFDL AM2.1 AGCM, we have explored how SST anomalies induced by histor-

ical anthropogenic emissions of either well-mixed greenhouse gases or aerosols affect the

meridional transport of energy by the tropical atmosphere throughout the annual cycle.

Complementary simulations in which either the tropical mean SST anomaly is applied at

all ocean gridpoints or the full SST anomalies minus this tropical mean are applied clarify

the relative roles of the mean vs. the spatial pattern of SSTs, which loosely translate to the

thermodynamic and dynamic components of the forced response, respectively.

Greenhouse gases increase the poleward energy transport by eddies, an effect driven by

the mean warming but somewhat negated by the polar amplified spatial pattern. Aerosols

induce northward energy flux anomalies in the deep tropics via the Hadley cells, due to

their spatial pattern of the NH cooling relative to the SH; this feature is superimposed on a

weakening of poleward energy transport driven by the mean cooling.

The mass flux by the Hadley cells is weakened year-round by greenhouse gases, due at

least in part to the overall tropical circulation slowdown mediated by the mean warming.

This slowdown is concentrated in the equatorward sector of the winter cells. The NH-centric

aerosol cooling spins up the SH cell and spins down the NH cell; both contribute to the

anomalous northward energy flux. For both forcing agents, significant mass flux changes are

confined to the latitude range bounded by the seasonal meridional migrations of the Hadley

cells’ interior border.
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The Hadley cell gross moist stability – the ratio of the energy and mass fluxes – equiv-

alently measures the difference between upper and lower level moist static energies. By an

argument by Held [2001] assuming uniform column MSE at the ITCZ and throughout the

tropical troposphere aloft, this is approximately equal to the difference between surface MSE

values at the given latitude and at the ITCZ. Further assuming thermodynamic scaling of

near surface moisture with temperature implies that uniform warming will increase, and

uniform cooling will decrease, GMS moving meridionally away from the ITCZ. Overlaid on

this mechanism in the aerosol case is a reduction in GMS to the south of the ITCZ and

an increase to the north due to the cooling increasing in magnitude northward. This yields

northward energy flux anomalies year round that oppose the imposed NH cooling.

This simple scaling captures the qualitative behavior of the aerosol simulations and the

greenhouse gas spatial pattern case but does poorly for the full and mean greenhouse gas

components. It predicts weak GMS change near the ITCZ in all cases and thus may explain

why the mass flux changes are strong at these latitudes, or equivalently why the ITCZ

position and the cross equatorial atmospheric energy transport are so tightly correlated as

prior studies have demonstrated.
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2.A Calculation of meridional energy flux, mass flux, and

gross moist stability

All experiments are integrated on the model’s native sigma vertical coordinate system and

then interpolated to regular pressure levels as monthly means for analysis. This interpolation

produces a small imbalance (a few percent) between the zonal-mean northerly and southerly

mass flows that result in somewhat noisy behavior when trying to compute the MSE flux

explicitly by integrating MSE times the meridional flow. As such, we introduce an ad hoc

correction by defining an adjusted zonal mean meridional wind,

[v]adj ≡ [v]+ − [v]−
{[v]+}

{[v]−}
, (2.7)

where [v]+ denotes southerly zonal mean wind (i. e. equal to [v] if [v] > 0 and zero otherwise),

[v]− denotes northerly wind (defined conversely), and curly brackets denote a vertical mass-

weighted integral, {} ≡
∫
dp/g, where the integral extends over the depth of the column.

Note that {[v]adj} ≡ 0, i. e. [v]adj is strictly in mass balance.5

The mean meridional circulation component of the meridional MSE flux, i. e. the Hadley

cell MSE flux FHC(φ), is computed using this mass flux adjusted wind:6

FHC(φ) = 2πa cosφ

∫ psfc

ptop

[h][v]adj dp/g. (2.8)

The adjustment removes the interpolation-based noise (not shown), and the resulting MSE

flux compares well with the inferred total atmospheric flux (defined below) in the deep tropics

where the Hadley cells are expected to dominate the energy transport.

5By typographical error, in Hill et al. [2015], the operator on the right hand side of this expression is,
erroneously, addition, rather than subtraction. No results are affected by this.

6In Hill et al. [2015], the 2πa cosφ factor was inadvertently omitted in the expressions for the Hadley cell
and stationary eddy meridional MSE fluxes [i. e. their (A2) and (A3)]. No results are affected by this. A
formal Corrigendum correcting this and the sign error in their (A1) has been submitted for publication.
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The stationary eddy component does not require any mass flux correction:

Fst. edd.(φ) = 2πa cosφ

∫ psfc

ptop

[h
∗

v∗ ] dp/g. (2.9)

We infer the total atmospheric energy transport by assuming steady state and thus

relating the total atmospheric energy flux divergence to the top-of-atmosphere (TOA) and

surface flux difference: ∇ · Fm = QTOA − Qsfc , where subscripts refer to TOA and surface

fluxes, respectively, with downward defined as positive. We then integrate zonally and

meridionally:

Ftot(φ) =

∫ φ

−π/2

∫ 2π

0

(QTOA −Qsfc)a
2 cosφ dλ dφ. (2.10)

The transient eddy term is then taken as the residual of the total minus the time mean

(i. e. the Hadley cells plus stationary eddies): Ftr. edd.(φ) = Ftot(φ)−FHC(φ)−Fst. edd(φ). Be-

cause the total includes all energy while the explicit calculations include only MSE (neglecting

kinetic energy), the transient eddy terms include any resulting residual. But presumably this

residual term is small.

Another concern regarding the MSE flux by the Hadley cells is the vertical extent of

the integral. While all of our conceptual analysis invokes tropospheric circulation only,

integrating to the model top includes stratospheric flow. Though this circulation is weak

and the densities low, large stability values due to the negative lapse rate and large MSE

values due to the large geopotential term could result in non-negligible contributions to the

net MSE flux. We test this effect by varying the vertical extent of the MSE flux integral (not

shown). While the magnitude of the energy flux tends to reduce slightly by lowering the

extent of the integral, the qualitative picture remains the same in either case. Also, since we

are taking the transient eddy component as the residual of the total energy flux calculation

– which implicitly includes the entire atmosphere – and the time mean component, moving

the time mean integrals lower than the model top would lead to the transient eddy term

being contaminated by the stratospheric time mean flow. We therefore integrate through
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the depth of the model atmosphere.

For the mass flux Ψmax, we use the signed maximum magnitude value of the Eulerian

meridional mass streamfunction at each latitude, where the streamfunction Ψ is defined as

Ψ(φ, p) = 2πa cosφ

∫ p

0

[ v ] dp/g. (2.11)

The mass flux can also be obtained by integrating the adjusted meridional wind [v]adj from

the surface to the level where the integral attains its maximum magnitude. The results in

either case are nearly identical, and so we choose the former, it being more conventional and

simpler to calculate.

We calculate the gross moist stability, ∆HC, as the ratio of the energy flux by the Hadley

cells, FHC(φ) to the mass flux, Ψmax(φ):

∆HC(φ) ≡

∫ psfc
ptop

[h][v]adj dp/g

Ψmax

. (2.12)

Thus defined, ∆HC is positive for a thermally direct circulation such as the Hadley cells. In

all plots of ∆HC or its theoretical approximations, we divide by cp as standard in order to

get units of K.
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Chapter 3

Sahel rainfall and moist static energy bud-

get response to uniform warming

Abstract

Rainfall in the African Sahel has varied markedly in the paleoclimate and modern observa-

tional records, and climate model projections of the semi-arid region’s future rainfall span

from severe drying to severe wettening. One of the strongest drying responses is generated

by the NOAA Geophysical Fluid Dynamics Laboratory AM2.1 atmospheric general circula-

tion model and occurs in response to ocean surface warming with or without spatial pattern.

This study compares the Sahel’s response to uniform 2 K sea surface temperature warming

in AM2.1 using either its default convective parameterization, Relaxed Arakawa-Schubert

(RAS), or an alternate, the University of Washington (UW) parameterization. The relevant

mechanisms are then elucidated via the moist static energy (MSE) budget, for which closure

in the column integral is enforced through an adjustment procedure.

Replacing RAS with UW causes the wet-season rainfall response to switch from a 40%

decrease to a 6% increase. With either parameterization, the leading-order climatological

region-mean budget comprises positive top-of-atmosphere radiative forcing balanced by MSE

divergence via horizontal advection of dry, low-MSE air from the Sahara Desert. The latter

is enhanced with oceanic warming due to prevailing MSE and moisture gradients through-

out the tropics being enhanced. With RAS, this is balanced in the Sahel by anomalous

MSE convergence through suppressed ascent. Under these conditions, in order to balance
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a given horizontal MSE divergence, anomalous subsidence must be especially large in the

mid-troposphere where the moist static stability is small, and at these levels the meridional

MSE gradient magnitude is increased more in RAS than in UW. As such, for precipitation

in UW the drying influences are overcome by the general wettening influences of mean ocean

warming. This broad set of hydrological and energetic responses to SST warming persists

across simulations with SSTs varied over a wide range. The implication is that both the

convective processes themselves and the circulation characteristics they give rise to factor

into the Sahel drying response in AM2.1.

3.1 Introduction

As described in Chapter 1, rainfall in the semi-arid Sahel is highly variable on climatic

timescales and is sensitive to SST variations, but the physical understanding of its links to

SSTs is incomplete, contributing to the vast spread in Sahel rainfall in GCM 21st century

simulations.

Irrespective of the spatial signature, GCMs consistently project mean ocean surface

warming [Collins et al., 2013], and it has been argued that precipitation changes over tropical

land in 21st century simulations are largely controlled by mean ocean warming [He et al.,

2014; Chadwick , 2016]. For the Sahel, while arguments appealing to changes in SST spatial

patterns [e. g. Giannini et al., 2013] would project no response to mean warming, CMIP3-era

AGCMs perturbed with uniform 2 K SST warming exhibit rainfall responses in the Sahel

ranging from modest to severe drying [Held et al., 2005]. The severe drying response, in the

NOAA Geophysical Fluid Dynamics Laboratory AM2.1 AGCM, drives comparable drying

in 21st century simulations in its coupled atmosphere-ocean configuration, CM2.1. The dry-

ing in CM2.1 and its CMIP5-era descendant, ESM2M, are among the most severe drying

responses of the CMIP3 [Held et al., 2005] and CMIP5 [Biasutti , 2013] ensembles, respec-

tively. The goal of this chapter, therefore, is to identify the physical mechanisms underlying
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this drying response in AM2.1, as a first step towards assessing its plausibility as a real world

response to mean ocean warming.

It can be reasonably expected that the convective parameterization shapes the Sahel’s

drying response in AM2.1. How moist convection is represented fundamentally shapes the

tropical circulation in comprehensive [Zhang , 1994] and idealized [Frierson, 2007] GCMs

and alters the Sahelian annual cycle of precipitation in global [McCrary et al., 2014] and

regional [Marsham et al., 2013; Im et al., 2014; Birch et al., 2014] AGCMs. Conceptually,

the convective parameterization (or any other model component) can influence the response

to warming through two orthogonal pathways [c. f. Mitchell et al., 1987]. First, for a given

control climate state, how do the convective processes as parameterized respond to the im-

posed perturbation? For example, supposing that the SST warming reduces tropospheric

relative humidity, then, starting from the same control climate state, convection in a param-

eterization with substantial entrainment will be more inhibited by that drying than will that

of a parameterization with weak entrainment. Second, for a given parameterization of con-

vective processes, how does the regional climate response depend on the control state? The

teleconnection mechanisms by which El Niño produces descent anomalies in remote regions

differs depending on the existing circulation in those regions [Su and Neelin, 2002], and the

“rich-get-richer” scaling response of P − E to warming inherently depends on the existing

distribution of P − E [Mitchell et al., 1987; Chou and Neelin, 2004; Held and Soden, 2006].

This distinction matters for efforts to assess the model response’s credibility through

comparison with observations. If the drying response was found to depend on the convec-

tive parameterization over a wide range of climate states, subsequent efforts could focus on

cloud resolving model and observational measures of the convective processes in question.

Conversely, if the drying response was found to be sensitive to the control climate state irre-

spective of the convective formulation, then subsequent efforts could focus on comparison of

the large-scale circulation characteristics with observations. But the convective parameteri-

zation’s fundamental role in the tropical circulation complicates the task of separating these
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two pathways.

In this chapter, we use present-day control and uniform SST perturbation experiments in

AM2.1, using either its standard convective parameterization or an alternate, to determine

the processes underlying the Sahel’s drying response to warming. Following a description of

the experimental design and model attributes (Section 3.2), we show that the precipitation

and surface temperature responses in the warming experiments differ markedly between

the two convective parameterizations (Section 3.3) – from severe drying and warming to

modestly increased precipitation. The physical mechanisms behind this discrepancy are then

diagnosed through the moist static energy (MSE) budget. The two convection schemes yield

notable differences in the region’s MSE budget in the control simulation (Section 3.4), but

the leading order balance is the same in either case. In contrast, the MSE budget response to

SST warming differs fundamentally between the two (Section 3.5). By varying the SSTs over

a wide range, we ultimately determine that the drying response in AM2.1 depends on both

the character of the circulation and the formulation of the convective processes (Section 3.6).

We conclude with discussion of the implications and limitations of these results (Section 3.7)

and a final summary of the key findings (Section 3.8).

3.2 Methodology

AM2.1 [GFDL Atmospheric Model Development Team, 2004; Delworth et al., 2006] uses a

finite-volume, latitude-longitude dynamical core with 2◦ latitude × 2.5◦ longitude horizontal

resolution, 24 vertical levels extending to 10 hPa, prescribed monthly aerosol burdens, the

LM2 land model [Milly and Shmakin, 2002], and the Relaxed Arakawa-Schubert (RAS)

convective parameterization [Arakawa and Schubert , 1974; Moorthi and Suarez , 1992]. RAS

represents moist convection as an ensemble of plumes originating from the boundary layer,

each detraining cloudy air only at cloud top and entraining environmental air at all levels

at a rate computed inversely based on their buoyancy and specified cloud top height. The
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RAS implementation in AM2.1 uses the minimum-entrainment parameter of Tokioka et al.

[1988], which prohibits convection that would otherwise have an entrainment rate lower than

a specified minimum value that is inversely proportional to the boundary layer depth. In

a deviation from Tokioka et al. [1988], this minimum-entrainment criterion is applied only

for convective clouds extending vertically above 500 hPa, a choice made during AM2.1’s

development essentially for energy balance tuning purposes [Held et al., 2007].

We create a modified version of AM2.1 by replacing RAS with the University of Wash-

ington (UW) parameterization [Bretherton et al., 2004]. UW represents moist convection

as a single bulk plume that entrains environmental air and detrains cloudy air at each level

as it ascends, with entrainment inversely proportional to convective depth. This scheme

has been used in other GFDL models, both in its original intended capacity as a shallow

convective parameterization [AM3; Donner et al., 2011] and as the parameterization for all

convection [HiRAM; Zhao et al., 2009; Zhao, 2014]. We use the same settings for UW as

in its implementation in HiRAM, including a reduction in entrainment over land necessary

to generate adequate convective continental precipitation; we use a value of 0.5 for this

land-ocean entrainment ratio, the same as that used by HiRAM when run at this horizontal

resolution [see Figure 1 and corresponding text of Zhao et al., 2009]. The convective param-

eterization is the sole difference between the two model variants, and UW was chosen as the

alternative parameterization based on expediency of coding and on preliminary results in the

coarse resolution version of HiRAM that showed large Sahel rainfall differences compared to

AM2.1. For the remainder of this chapter, we use the acronyms RAS and UW to refer to

the respective model variants in addition to the parameterizations themselves.

We perform control and perturbation simulations in both RAS and UW. The control

simulation comprises present-day climatological annual cycles of SSTs and sea ice repeated

annually, the SSTs computed over 1981-1999 from the NOAA Optimal Interpolation dataset

[Reynolds et al., 2002]. In the perturbation simulation, 2 K is added uniformly to the SSTs.

In order to focus exclusively on the role of SST warming, concentrations of greenhouse gases
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and aerosols are fixed at present-day values in all simulations. The simulations span 31 years,

with averages taken over the last 30. All values presented are averages over the peak rainy

season, July through September. Region averages are based on land points within 10-20◦N,

18◦W-40◦E, similar to that of Held et al. [2005].

We use data on the model’s native hybrid sigma-pressure coordinates [Simmons and

Burridge, 1981] but postprocessed to a regular latitude-longitude grid, and this horizontal

interpolation step is known to generate spurious mass and energy imbalances [despite re-

taining the native vertical coordinates, c. f. Neelin, 2007]. As such, in Appendix 3.A we

present an adjustment method based on those of Trenberth [1991] and Peters et al. [2008]

that imposes nearly exact closure of the column-integrated budgets of conserved tracers, and

in Appendix 3.B we detail the computation procedures for all MSE budget terms, including

the application of this adjustment method to MSE. The adjusted column MSE budget terms

are computed using 3-hourly instantaneous data; other fields are computed from timeseries

of monthly averages.

3.3 Precipitation and surface climate

The precipitation responses to 2 K SST warming in RAS and UW are shown in Figure 3.1,

normalized by the Sahel region-mean precipitation in their respective control simulations (4.0

and 2.6 mm day−1, respectively). Table 3.1 lists Sahel region-mean values of precipitation,

surface temperature, and other surface climate fields. As documented by Held et al. [2005],

rainfall decreases sharply over most of the Sahel in RAS, by 40% (1.7 mm day−1) in the region

average. This is part of a larger spatially coherent drying, with even greater precipitation

decreases just to the east (over the southern Arabian Peninsula and Red Sea) and west (over

the Atlantic Ocean). For context, precipitation reductions in excess of 4 mm day−1 occur

in several gridpoints within this band and nowhere else globally, and the global minimum

of −7.4 mm day−1 occurs just west of the Sahel. In sharp contrast, precipitation increases
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modestly over most of the Sahel in UW, by 6% (0.2 mm day−1) on average.
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Figure 3.1: (Shaded contours) difference in precipitation between the uniform 2 K SST
warming and present-day control simulations, normalized by the control simulation Sahel
region-mean value and therefore unitless, and (grey contours) precipitation in the control
simulation, with contours starting at 3 mm day−1 and with a 3 mm day−1 interval, in (a)
RAS and (b) UW. In this and subsequent figures, blue boxes delineate the boundaries used
to compute Sahel region-mean values, and values printed in the top-left of each panel are
the Sahel region-mean values of the field in shaded contours (in this case the precipitation
response).

The precipitation in the control simulations is also shown in Figure 3.1. In RAS, there

is 74% more rainfall in the region than in UW (4.0 and 2.6 mm day−1, respectively), mostly

reflecting lower precipitation rates in UW in the southern Sahel. Precipitation is lower over

most land in UW as compared to RAS, as the UW parameterization is less effective than

RAS at generating continental convection (in contrast, precipitation is greater in UW over

relatively shallow oceanic convection zones, such as the eastern Pacific ITCZ; not shown).

Region-mean values of evaporation (E) are more similar than precipitation (P ) in the control

simulation (2.3 and 1.9 mm day−1 for evaporation in RAS and UW, respectively; Table 3.1).

As a result, precipitation minus evaporation (P − E) is only 0.3 mm day−1 in UW in the

control simulation, near the lower limit for a land region of zero. Nevertheless, P − E does

decrease slightly (by 0.1 mm day−1), due to evaporation increasing more than precipitation.
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Table 3.1: Sahel region-mean values of, from left to right: precipitation (mm day−1), evap-
oration (mm day−1), precipitation minus evaporation (mm day−1), surface air temperature
(K), and relative humidity 2 meters above the surface (percent) for the control simulation,
2 K SST warming simulation, and their difference, in both model variants. Parenthetical
values for the precipitation, evaporation, and precipitation minus evaporation difference are
the percentage change from the control simulation.

Model Simulation P E P − E T s RH2m

RAS Control 4.0 2.3 1.7 300.9 64
2 K 2.3 1.9 0.4 305.5 52
2 K − Control −1.7 −0.4 −1.3 +4.6 −12

(−40%) (−16%) (−75%)
UW Control 2.6 2.4 0.3 299.5 59

2 K 2.8 2.6 0.2 302.2 56
2 K − Control +0.2 +0.2 −0.1 +2.7 −3

(+6%) (+10%) (−25%)

In RAS, P − E declines sharply with warming (by 1.3 mm day−1).

Figure 3.2 shows the surface air temperature responses. Warming is land-amplified in

both model variants. In RAS, the Sahel warms more than any other region worldwide.

Warming exceeds 6 K over much of the Sahel, with a maximum of 9.0 K in the eastern

Sahel; warming does not exceed 6 K in any location outside the region. Region-mean surface

relative humidity reduces sharply, from 64% to 52% (Table 3.1). In contrast, Sahel surface

warming is unexceptional in UW, with a region-mean of 2.7 K, and near-surface relative

humidity decreases more modestly from 59 to 56% (Table 3.1).

To summarize, uniform 2 K SST warming in RAS causes severe reductions in precipitation

and P − E, accompanied by intense surface warming and reduced relative humidity. The

same perturbation in UW causes a more tepid response: modestly increased precipitation but

slightly reduced P − E, surface warming comparable to neighboring regions, and modestly

reduced relative humidity. The surface temperature and relative humidity responses in each

case are consistent with expectations based on the surface dynamics of semi-arid land regions

and theory for land responses to SST warming presented in Chapter 1, given the precipitation

responses.
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Figure 3.2: [Same as Figure 3.1, but for surface air temperature.] (Shaded contours)
difference in surface air temperature between the uniform 2 K SST warming and present-
day control simulations, in K, and (grey contours) surface air temperature in the control
simulation, with contours values printed, in K, in (a) RAS and (b) UW.

3.4 Moist static energy budget in the control simulations

3.4.1 RAS

Figure 3.3 shows the column-integrated MSE budget terms in the control simulations. In

and near the Sahel, the MSE budget varies markedly with latitude. The southern Sahel

and equatorial Africa conform to the classical picture of tropical convecting regions: large

energetic forcing [∼100 W m−2; Figure 3.3(a)] balanced primarily by MSE divergence by

deep convection associated with the time-mean divergent circulation [Figure 3.3(e)].1 Moving

northward, while the energetic source term remains mostly positive within the Sahel, the

convective term becomes steadily more negative, yielding net MSE convergence over most of

the northern Sahel (∼70 W m−2), where presumably much of the convection is dry. These

positive energetic inputs are balanced by large magnitude divergence of MSE by the time-

mean horizontal flow [∼100 W m−2; Figure 3.3(c)].

1Large horizontal and vertical advection values in the far southeastern Sahel stem from the topography
of the Ethiopian highlands.
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Figure 3.3: (Shaded contours) terms of the control simulation column-integrated MSE bud-
get in (left column) RAS and (right column) UW, in W m−2: (first row) net energetic forcing,
(second row) time-mean horizontal advection, (third row) time-mean vertical advection, and
(fourth row) eddy flux divergence. The colorbar corresponds to the three transport terms,
for which red shades denote convergence (negative values), and blue shades divergence (pos-
itive values), of MSE. For the net energetic forcing term, the sign is opposite to the colorbar,
with red shades denoting positive values and blue shades denoting negative values. With
these conventions, for all terms red shades can be thought of as representing a gain, and blue
shades a loss, of energy. The grey contour in all panels is the zero contour of the time-mean
vertical advection. The storage term (∂tE) is omitted. It is the smallest magnitude term and
does not factor into the response appreciably.
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Figure 3.4 shows MSE and horizontal wind at two model levels, in the mid-troposphere

and boundary layer, respectively, and Figure 3.5 shows the Sahel region-mean vertical pro-

files of the net energetic forcing and time-mean horizontal and vertical advection terms. In

RAS, boundary layer MSE [Figure 3.4(b)] in the southern Sahel and equatorial Africa is high

and fairly homogeneous, a structure that fuels deep convection while preventing horizontal

MSE advection [Sobel , 2007]. The meridional MSE gradient is sharp in the northern Sahel,

which is dominated by the meridional moisture gradient (the temperature gradient slightly

counteracts this), and this is acted on by northerly winds to yield strong MSE divergence.

Zonally, the largely westerly near-surface wind throughout the Sahel likely advects mois-

ture from the western Sahel to the east, thereby contributing to the region’s striking zonal

symmetry despite the continental geometry discussed previously. In the mid-troposphere

[Figure 3.4(a)], horizontal MSE gradients are weaker and the flow is more zonal and uniform

than in the boundary layer, leading to little net horizontal MSE advection at this level.

Consequently, the column-integrated horizontal MSE advection is dominated by the lower

troposphere [Figure 3.5(b)] and by meridional (rather than zonal) advection (not shown).

520 hPa

RAS

925 hPa

UW

5 m s−1

315 322 329 336 343 350
K

Figure 3.4: (Shaded contours) MSE in the control simulation, divided by cp such that units
are K, and (arrows) horizontal wind, in m s−1, at the model levels corresponding roughly to
(left column) 520 hPa and (right column) 920 hPa, in (top row) RAS and (bottom row)
UW.
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Largely opposing the time-mean horizontal circulation, the time-mean divergent flow

[Figure 3.5(c)] converges MSE at lower levels and diverges it above. Figure 3.6 shows the

region-mean profiles of vertical velocity and moist static stability. Ascent occurs throughout

the troposphere and acts on positive values of moist static stability above ∼700 hPa and

negative values below, consistent with Figure 3.5(c).
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Figure 3.5: Sahel region-mean profiles of (left column) the net energetic forcing term, (mid-
dle column) time-mean horizontal MSE advection, and (right column) time-mean vertical
MSE advection, for (blue curve) the control simulation, (red curve) the 2 K SST warming
simulation, and (dashed grey curve) their difference, in (top row) RAS and (bottom row)
UW, in J kg−1 Pa−1. The advection terms are computed using monthly data with no column
adjustment applied. Vertical advection is computed explicitly using model outputted ω and
olh rather than as a residual.

Table 3.2 lists the Sahel region-mean column-integrated MSE budget terms. Because

of the meridional cancellation of the time-mean vertical advection term, the leading order

balance is of net energetic forcing (51.4 W m−2) balanced by divergence of MSE by the

time-mean horizontal circulation (35.6 W m−2). Time-mean vertical advection contributes
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only 2.6 W m−2 and transient eddies a non-negligible 15.4 W m−2 The meridional dipole

of the transient eddy MSE flux divergence [Figure 3.3(g)] presumably reflects northward

moisture transport by African Easterly Waves, which track the sharp meridional gradient in

soil moisture that spans the width of the Sahel [e. g. Thorncroft et al., 2008, and references

therein]. But the magnitudes are almost uniformly weaker than the other terms. The

smallness of the region-mean budget residual of 0.3 W m−2 reflects the adjustment applied

to impose near-exact closure. The overall meridional structure within the region of each

MSE budget term and of precipitation is slightly tilted, northwest to southeast. This likely

reflects the wettening effect of the West African Monsoon in the western Sahel, although

there is also a zonal component with westerly onshore flow spanning the Sahel’s western

edge.

Table 3.2: Terms of the Sahel region-mean column-integrated MSE budget, in W m−2, for
the control simulation, 2 K SST warming simulation, and their difference, in both model
variants.

Model Simulation F net

{
u·∇h

} {

ω ∂h
∂p

}

∇·
{
h′u′

} ∂{E}
∂t

RAS Control 51.4 35.6 2.6 15.4 −1.9
2 K 52.3 55.5 −13.2 12.6 −2.4
2 K − Control +0.9 +20.0 −15.9 −2.8 −0.4

UW Control 33.8 24.7 −8.6 19.3 −1.5
2 K 37.7 31.9 −11.1 18.4 −1.4
2 K − Control +3.9 +7.2 −2.4 −0.9 +0.0

3.4.2 UW

In UW, the column-integrated net energetic forcing [Figure 3.3(b)] spatial structure is sim-

ilar to that of RAS, but within the Sahel values are generally smaller; the region-mean is

33.8 W m−2. This arises from the cooler surface and more extensive low cloud cover in

UW, which respectively yield less net emission of longwave radiation and less absorption of

shortwave radiation (not shown). Divergence of MSE by horizontal advection spans most of

the Sahel [Figure 3.3(d)], 24.7 W m−2 on average, yielding the same leading order region-
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Figure 3.6: Sahel region-mean profiles of (left column) vertical velocity, in hPa day−1, and
(right column) moist static stability, in J kg−1 Pa−1, for (blue curve) the control simulation,
(red curve) the 2 K SST warming simulation, and (dashed grey curve) their difference,
in (top row) RAS and (bottom row) UW. The dotted grey curve in (a) and (c) is the
approximation for δω given by (3.1), computed at each gridpoint and month excluding
where |∂ph| < 0.05 J kg−1 Pa−1 before temporally and regionally averaging.
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mean balance as in RAS, F net ≈
{
u·∇h

}
. The horizontal flow is largely similar in both the

mid-troposphere and boundary layer to RAS [Figure 3.4(b) and (d), respectively], but the

meridional MSE gradient in the boundary layer is weaker in UW than in RAS. Modest MSE

convergence in the mid-troposphere in UW arises from easterly wind acting on a modest

zonal MSE gradient in the eastern Sahel.

Unlike RAS, convection is sufficiently shallow that vertical advection converges MSE

in the column integral throughout nearly the entire Sahel [Figure 3.3(f)], 8.6 W m−2 in the

region-mean. This discrepancy primarily stems from much weaker upper-tropospheric ascent

in UW (Figure 3.6), an intuitive result in a convecting region given that UW is a less active

parameterization than RAS. Also, contrary to classical expectation, vertical MSE advection

does not track the near surface MSE maximum: the former is positive only within equatorial

Africa, in which (unlike RAS) MSE values are low. The eddy flux divergence [Figure 3.3(h)]

resembles that of RAS, with a region-mean value of 19.3 W m−2 divergence. The region-

mean profiles of the net energetic forcing and time-mean advection terms [Figure 3.5(d)-(f)]

are each qualitatively similar to their RAS counterparts, with vertical advection in UW

reflecting shallower convection and associated overturning circulation.

3.5 Moist static energy budget responses to SST warm-

ing

In this section, we argue that the changes in the MSE budget that distinguish RAS from UW

most importantly are in the mid-troposphere. The dominant change at these levels in RAS

is increased MSE loss due to horizontal advection, driven primarily by the change in MSE

gradients. This is balanced by anomalous mid-tropospheric subsidence and the resulting

adiabatic warming, with little net energetic forcing response. Both the thermodynamic

increase in the cooling due to horizontal advection and the dynamic increase in subsidence

warming are smaller in UW.
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3.5.1 RAS

Figure 3.7 shows the responses of each column-integrated MSE budget term to the +2 K

SST perturbation, and Table 3.2 lists the Sahel region-mean responses and +2 K simula-

tion values. In RAS, the largest responses are of the time-mean advection terms and occur

primarily near and just north of the climatological
{
ω∂ph

}
= 0 isoline that roughly bisects

the Sahel. Specifically, MSE divergence by horizontal advection is strongly enhanced [Fig-

ure 3.7(c); region-mean +20.0 W m−2], balanced by anomalous MSE convergence by the

time-mean divergent circulation [Figure 3.7(e); region-mean −15.9 W m−2]. Based on the

region-mean profiles of the anomalous advection terms shown in Figure 3.5, these column-

integrated responses reflect consistent behavior throughout the free troposphere for both

terms. The net energetic forcing [Figure 3.7(a); region-mean +0.9 W m−2] and eddy flux

divergence [Figure 3.7(g); region-mean −2.8 W m−2] responses are comparatively modest,

comprising moderate magnitudes oriented in a meridional dipole that largely cancel in the

region-mean. For eddies, this is primarily in the eastern Sahel and reflects the aforementioned

local southward shifts of the temperature and moisture gradients. We next investigate the

mechanisms that give rise to the leading-order balance between the anomalous time-mean

advection terms.

Figure 3.6 shows Sahel region-mean profiles of the vertical velocity and moist static

stability. Ascent is drastically reduced throughout the free troposphere and slightly enhanced

in the boundary layer, which amounts to a severe shallowing of convection. This dominates

over modest moist static stability responses, which we show by decomposing the response

into dynamic, thermodynamic, and covariant components that arise respectively from the

anomalous flow, from the anomalous MSE, and from the covariance of these two anomaly

fields. The thermodynamic term includes the full response of MSE, i. e. it does not assume

fixed-relative humidity. The Sahel region-mean profiles of these terms are shown in Figure 3.8

and column-integrated values in Figure 3.9. For vertical advection, the dynamic term is

dominant throughout the free troposphere and in the column integral. In the northern Sahel,
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Figure 3.7: Same as Figure 3.3, but with shaded contours denoting the responses in the 2 K
SST warming simulation. Not that the contour spacing is slightly smaller than in figure3.3.
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the combination of moderate anomalous ascent in the boundary layer, anomalous descent in

the free troposphere, and reduced relative humidity and precipitation suggest increased dry

convection. In the southwestern Sahel, MSE divergence through vertical advection actually

increases, despite precipitation decreasing sharply [Figure 3.1(a)].

The time-mean horizontal MSE advection response in RAS primarily reflects the drying

influence of an increased meridional MSE gradient spanning the Sahel. Figure 3.10 shows

the responses of MSE and horizontal wind at the same mid-tropospheric and boundary layer

levels shown in Figure 3.4. At both levels, MSE increases more in equatorial Africa than

surrounding regions, including the Sahel and the Sahara Desert. This anomalous gradient

predominantly reflects differential increases in water vapor that arise from mean warming.

Figure 3.11 shows the control and response values of the column-integrated water vapor

throughout the Tropics. As expected, relative humidity variations on a tropics-wide scale

are modest (not shown), and thus column water vapor increases almost everywhere and

generally more in regions where it is climatologically large.

The thermodynamic term dominates the region-mean anomalous MSE divergence in the

free troposphere [Figure 3.8(a)] and yields column-integrated MSE divergence over most of

the Sahel except the far west and east [Figure 3.9(a)] – we return to the boundary layer and

northeastern Sahel responses further below. Combined with the dominance of the dynamic

component of vertical advection in the free troposphere [Figure 3.8(b)] and a modest net

energetic forcing term response above ∼700 hPa [Figure 3.5(b)], the leading order balance

at these levels is u·δ∇h ≈ (δω)∂ph. Rearranging this yields an approximate diagnostic for

the anomalous ascent profile in the free troposphere:

δω ≈ −
u·δ∇h

∂ph
. (3.1)

Figure 3.6(a) shows the anomalous vertical motion predicted by (3.1) for RAS. To avoid

unphysical values near where the denominator vanishes, we exclude locations and months
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Figure 3.8: Profiles of Sahel region-mean values of the 2 K SST warming (red curves) full
response and its decomposition into (dashed yellow curves) thermodynamic, (dash-dotted
brown curves) dynamic, and (dotted grey curves) covariant components, for (left column)
horizontal advection and (right column) vertical advection, in (top row) RAS and (bottom
row) UW, in J kg−1 s−1. For expediency, these computations are performed using monthly
timeseries without the column budget adjustment, as detailed in Appendix 3.B.
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Figure 3.9: (Shaded contours) decomposition of the (left column) horizontal and (right
column) vertical advection responses in the 2 K SST warming simulation into (top row)
thermodynamic, (middle row) dynamic, and (bottom row) covariant components. All panels
are for RAS. Grey contour is the same as in Figure 3.3.
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Figure 3.10: (Same as Figure 3.4, but for the response in the 2 K SST warming simulation.)
(Shaded contours) Responses to 2 K SST warming of MSE, divided by cp such that units
are K, and (arrows) horizontal wind, in m s−1, at the model levels corresponding roughly to
(left column) 520 hPa and (right column) 920 hPa, in (top row) RAS and (bottom row)
UW. Note the difference in wind scale compared to Figure 3.4.

where |∂ph| < 0.05 J kg−1 Pa−1 before temporally and regionally averaging; the value of

0.05 was chosen subjectively to provide the best fit. The approximation captures the overall

free tropospheric behavior, including the anomalous descent peak in the mid-troposphere.

Throughout the free troposphere, the horizontal advection anomaly is positive [δ(u·∇h) > 0;

Figure 3.8(a)] and the moist static stability is negative [∂ph < 0; Figure 3.6(b)]. Therefore,

anomalous descent (δω > 0) is required for the budget to balance. In the mid-troposphere,

the moist static stability approaches zero, and as such balancing the increased dry advec-

tion requires especially large anomalous descent. Suppressed convective precipitation is the

straightforward hydrological consequence of this anomalous subsidence.

We now return to the horizontal MSE advection response in the boundary layer, which

is dominated by the response in the northeastern Sahel. Clausius-Clapeyron scaling can-

not account for the decreases in column-integrated water vapor in RAS spanning in this

region – the only region worldwide where column water vapor decreases [Figure 3.11(a)].

This is coincident with large magnitudes in the covariant term of the horizontal advection
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Figure 3.11: July-August-September column-integrated water vapor, in kg m−2, in (grey
contours) the control and (shaded contours) response to 2 K SST warming, in (top) RAS
and (bottom) UW. The plotted domain is 30◦S-30◦N, 180◦W-180◦E.

response [Figure 3.9(e)] and anomalous MSE convergence from the thermodynamic compo-

nent [Figure 3.9(a)]. In short, these large covariance values reflect a runaway drying and

warming response: local surface warming [Figure 3.2(a)] caused by precipitation loss creates

an anomalous heat low circulation [Figure 3.10(b)], whose boundary layer inflow is primarily

northerly and thus imports even more dry Saharan air, amplifying the drying signal (the

compensating mid-tropospheric anti-cyclonic outflow can be seen in Figure 3.10(a)]. The

thermodynamic term behavior locally reflects climatological boundary layer flow from the

southwest [Figure 3.4(a)] acting on the anomalous MSE gradient. Combining the thermody-

namic and covariant components locally, the increased meridional MSE gradient ultimately

drives the drying as in the rest of the northern Sahel.

As an aside, we note that over the region of intense drying over the northern flank of the

Atlantic ITCZ, the column MSE budget response is actually mild and of a different character

compared to that of the Sahel. Therefore, it should not be thought of as simply an westward,

oceanic extension of the Sahel response, despite the shared sign of the precipitation response

(at least in terms of the energetics).
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In summary, increases in water vapor that roughly scale with their climatological values

creates an anomalous MSE gradient spanning from equatorial Africa to the Sahara Desert,

which acted on by climatological northerly wind dries out the Sahel. This inhibits moist

convection and its attendant precipitation, and the resulting convective shallowing generates

anomalous MSE convergence that largely balances the horizontal signal. In the northeast-

ern Sahel, this overall mechanism effectively runs away, due to the drying-induced surface

warming creating an anomalous heat low circulation: the resulting northerly inflow of dry

air amplifies the original suppression of rainfall. This mechanism of the increased moisture

gradient generating anomalous free tropospheric subsidence is essentially an extension of the

upped-ante mechanism described in Chapter 1 [Chou and Neelin, 2004].2

3.5.2 UW

Like RAS, the largest term in the Sahel region mean anomalous column MSE budget is the

time-mean horizontal advection (7.2 W m−2; Table 3.2). The profiles of both anomalous

time-mean advection terms in UW – and their contributions from the thermodynamic, dy-

namic, and covariant terms – resemble smaller-magnitude versions of their RAS counterparts

[Figures 3.5, 3.6, 3.10, and 3.8], including the dominance of the thermodynamic component

of the anomalous horizontal advection in the free troposphere. Being much smaller in UW

than RAS, it requires less compensating subsidence and thus poses a smaller drying influence,

most notably in the mid-troposphere, where, like RAS, moist static stability is smallest and

therefore ascent must be largest to generate a given vertical MSE advection value. Therefore,

understanding the difference in the mid-tropospheric MSE gradient responses is crucial.

Figure 3.12 shows the control, +2 K, and response profiles in RAS and UW of the Sahel

region-mean meridional MSE gradient, as well as zonal wind and meridional wind. Whereas

2An analogous extension of an existing, boundary-layer-focused theory in order to account for tropospheric
dryness is performed by Shekhar and Boos [2016], who find that the well-known estimate for the location
of the ITCZ as the latitude of the maximum near-surface MSE [Privé and Plumb, 2007] is improved if the
maximum of MSE averaged upwards to 500 hPa is used instead.
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the horizontal wind fields are largely similar across RAS and UW and respond modestly, the

meridional MSE gradient is enhanced more in RAS than in UW at most levels, including

the mid-troposphere. Moreover, it is climatologically larger in magnitude near the surface in

RAS and extends deeper into the free troposphere – zero crossings in the respective model

variants are ∼300 and ∼450 hPa. These features lead to the following hypothesis: because

of deeper climatological convection in the Sahel and equatorial Africa in RAS, the additional

water vapor generated by the SST warming is communicated over a greater tropospheric

depth in RAS than in UW within convecting regions. This causes the increase in the mid-

tropospheric MSE gradient in the Sahel to be greater in RAS, and therefore requires greater

anomalous subsidence.
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Figure 3.12: Sahel region-mean profiles of (left column, in m s−1) zonal wind, (center
column, in m s−1) meridional wind, and (right column, in J kg−1 m−1) meridional MSE
gradient, in (top row) RAS and (bottom row) UW.

One complicating factor is the role of the net energetic source term, which responds
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weakly in the free troposphere in RAS but not in UW [Figure 3.5(a,d)]. Figure 3.6(c) shows

the anomalous vertical motion predicted by (3.1) applied to UW, for which it generally does

a poor job, including excessive anomalous subsidence in the free troposphere. At these levels

in UW, the net energetic source term largely balances the anomalous horizontal advection,

thereby necessitating less sinking.

3.6 Disentangling control climate and convective processes

In convecting regions throughout the tropics, column water vapor increases less in UW than

it does in RAS (Figure 3.11), and this does not scale with their climatological differences:

averaged over the tropics (30◦S-30◦N), column water vapor increases by 9.4 and 8.5% K−1 of

imposed SST warming in RAS and UW, respectively (control simulation values are 35.4 and

34.1 kg m−2). This is broadly consistent with the mechanism just presented in Section 3.5,

given that ascent profiles in convecting regions are generally more top-heavy in RAS than in

UW (not shown). However, this does not rule out a role of the convective processes them-

selves. For example, Zhao [2014] makes arguments of relevance regarding how entrainment

will respond to warming in each scheme. In RAS, each plume’s entrainment rate is com-

puted inversely based on the plume’s buoyancy and its specified cloud top height. To the

extent that buoyancy increases with global warming [Singh and O’Gorman, 2013] this will

lead to increased entrainment with warming, a drying influence – especially to the extent

that this increase in buoyancy is concentrated in the upper troposphere [Seeley and Romps,

2015]. Conversely, in UW entrainment is proportional to convective depth. Given the gen-

eral expectation for increased convective depths with warming [Singh and O’Gorman, 2012],

this will reduce entrainment, a wettening influence. Given its relative dryness, changes in

entrainment with warming would be especially influential in the Sahel.

To better separate the influences of the convective processes and the mean state, we per-

form additional uniform SST perturbation simulations in RAS and UW with magnitudes ±2,
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±4, ±6, ±8, and ±10 K. In RAS, we also perform ±0.25, ±0.5, ±1, ±1.5, ±3 K, and −15 K

simulations. This generates a wide range of climates with each convective parameterization.

If the precipitation varies similarly overall across the simulations with either convective pa-

rameterization, the large-scale climate state can be deemed the dominant factor. Conversely,

if the precipitation response varies between RAS and UW appreciably over this range, the

convective processes themselves are playing a central role. This systematic generation of a

wide range of climate states is a common experimental design in idealized modeling contexts,

including cloud resolving models, idealized moist GCMs [O’Gorman and Schneider , 2008],

and GCM radiative-convective equilibrium simulations in various geometries [e. g. Held et al.,

2007; Merlis et al., 2016]. Each simulations is 31 years, the first discarded as spin-up, and

all fields are computed on model-native coordinates using monthly data without any MSE

budget adjustments.

Figure 3.13 shows Sahel region-mean precipitation as a function of various other Sahel

region-mean quantities in these wide SST range simulations in RAS, with each simulation’s

color corresponding to the imposed SST perturbation. We restrict attention to those features

directly relevant to the precipitation and MSE budget responses at present-day and warmer

temperatures; future work will return to these simulations to consider some other interesting

features, in particular why the Sahel hydrological response to SSTs tapers off sharply at

roughly 1.5 K cooler and 1.5 K warmer than present-day.

Near present-day SSTs, Sahel precipitation varies linearly and rapidly with global mean

SST and local surface temperature [Figure 3.13(a)], with an average rate of −1.1 mm day−1

per K of imposed SST warming. Except for the very large magnitude SST simulations,

evaporation scales linearly with precipitation (not shown), such that P − E largely tracks

P [Figure 3.13(b)]. Precipitation also varies linearly with the column-averaged relative hu-

midity, which decreases almost monotonically and dramatically with SST over the full range

of simulations (from 63 to 44%) [Figure 3.13(c)], and positively with column-averaged cloud

fraction and omega [Figure 3.13(d) and (e)]. Given the precipitation response, all of these
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relationships conform to basic physical expectations.

In terms of the MSE budget, precipitation varies monotonically with the average merid-

ional MSE gradient (which becomes more negative with SST warming) [Figure 3.13(f)],

column-integrated horizontal MSE advection (more positive with SST warming) [Figure 3.13(g)],

and column-integrated vertical MSE advection (more negative with SST warming) [Fig-

ure 3.13(h)]. These relationships support the notion that precipitation in the Sahel is in-

hibited through interactions with the Sahara desert. In contrast, the region-mean net TOA

radiation is non-monotonic both with precipitation and the imposed SST warming [Fig-

ure 3.13(i)]; the mechanisms behind this are discussed in Chapter 4.

For reasons still under investigation in UW, precipitation is non-monotonic with SST,

decreasing with SST in the range -10 to -4 K and increasing with SST in all warmer sim-

ulations. In contrast, P − E – like nearly all other fields – varies monotonically with SSTs

over the full range of simulations. As such, the relationships between P − E and other fields

align much better with those of RAS and with physical expectations than if precipitation

is used. As such Figure 3.14, which otherwise repeats Figure 3.13 for UW, uses P − E as

the vertical axis rather than precipitation. (Since, as mentioned, evaporation linearly scales

with precipitation in RAS over nearly the entire range, the same substitution makes little

difference in that model variant.)

Sahel P − E in UW spans 0-1.3 mm day−1 across all of the simulations, less than half

of the 0-3.5 mm day−1 range in RAS, but generally adheres to physical expectations: it

decreases with the Sahel-Sahara MSE difference and with horizontal MSE advection, and it

increases with vertical MSE advection, relative humidity, ascent, and cloud fraction. (Like

RAS, the net energetic forcing behavior is less straightforward.) The curvature of several of

the UW fields also loosely resembles that of the RAS control and warmer simulations, though

in RAS these appear more as two distinct regimes (UW does not exhibit curvature akin to

the cold simulation regime in RAS). These include surface temperature, the meridional MSE

gradient, and horizontal MSE advection. The fields over which the range of variation differs
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Figure 3.13: Sahel region-mean precipitation as a function of various other Sahel region-
mean quantities in simulations in RAS over which the uniform SST perturbation is varied
from −15 to +10 K. Each dot represents one simulation, with their color signifying the
imposed SST perturbation according to the colorbar. The control and +2 K simulations
are outlined in black for ease of reference. Precipitation is on the vertical axis in all panels,
in mm day−1. The quantity on the horizontal axis is printed at the top of the axis, along
with its units. Angle brackets denote column averages, and curly brackets denote column
integrals.
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Figure 3.14: (Same as Figure 3.13, but for UW) P − E in simulations in UW over which the
uniform SST perturbation is varied from −10 to +10 K. Each dot represents one simulation,
with their color signifying the imposed SST perturbation according to the colorbar. The
control and +2 K simulations are outlined in black for ease of reference. P − E is on the
vertical axis in all panels, in mm day−1. The quantity on the horizontal axis is printed
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curly brackets denote column integrals. The horizontal span of each panel is identical to the
corresponding one in Figure 3.13.
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most between RAS and UW are the vertical velocity and the vertical MSE advection: the

latter ranges by over 100 W m−2 in RAS vs. less than 40 W m−2 in UW – but this is

comparable to the difference in the range of P − E variations.

All told, these wide SST range simulations indicate that the dominant influence on the

Sahel with SST warming with either convective parameterization is the increased meridional

moisture and MSE differences between the Sahel and the Sahara; acted upon by prevailing

northerly flow this enhances the advection of dry air into the Sahel, thereby suppressing

P − E. However, a given increase in horizontal dry advection generates greater anomalous

descent and consequently anomalous MSE convergence by the divergent circulation in RAS

than in UW. At least for the original control and +2 K simulation pair, we have already

offered an explanation for this in terms of the horizontal advection in the mid-troposphere.

The major outstanding question, then, is why in UW precipitation increases over the

range -4 to +10 K of simulations in the face of this extensive set of energetic and dynamical

changes that would seem to promote drying, and why evaporation increases at an even faster

rate with SSTs over this range, such that P − E continues to decrease. As stated, for a semi-

arid region, the expectation is for evaporation to scale with precipitation at some fractional

rate, due to moisture limitations, which certainly occurs in RAS in the simulations with

precipitation values spanning the same range of precipitation values in UW. This remains

under investigation.

3.7 Discussion

More idealized simulations could aide in improving our understanding of these various pro-

cesses and their interactions. In addition to an idealized GCM, a two-column, weak tempera-

ture gradient setting [c. f. Shaevitz and Sobel , 2004] with the subsidence column representing

the Sahara Desert and the ascending column representing the Sahel, could comprise the

optimal level of simplification. A conceptual two-box model could also prove useful.
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Our results come to bear on some prior theoretical arguments. Despite the modest

changes in moist static stability in our simulations, dry static stability does increase appre-

ciably (not shown), and prior work has argued that increased upper tropospheric dry static

stability with warming inhibits convection in the Sahel [Giannini , 2010]. We return to this

in Chapter 5. While the correspondence in RAS between precipitation and the column rel-

ative humidity in the wide SST range simulations supports claims the latter is a dominant

control on tropical precipitation [Raymond , 2000], in UW the opposite occurs. That drying

and convective shallowing in RAS are accompanied by an increased magnitude (but nega-

tive) meridional MSE gradient is broadly consistent with the convective quasi-equilibrium

perspective on monsoons, wherein overturning strength increases with this gradient. Shaw

and Voigt [2015] find that, for both the monsoon seasonal progression in reanalysis data and

the response to forcing in models, increases in the 925 hPa meridional equivalent potential

temperature gradient are largely co-located with increases in ascent. In their analysis of the

South Asian monsoon as simulated by CMIP5 models, Boos and Hurley [2013] demonstrate

that the MSE difference between the monsoon region and the neighboring desert increases

with warming, and that the modulation of that dry air advection (in their case by topogra-

phy) strongly alters the monsoon circulation; these are consistent with our results.

One complicating factor regarding the wide SST simulations is that the wet season shifts

later into the year as SSTs increase in both model variants (not shown). This is consistent

with prior studies that indicate a robust delay in the Sahel rainy season onset in CMIP3

[Biasutti and Sobel , 2009; Seth et al., 2010] and CMIP5 21st century simulations [Biasutti ,

2013] and alterations by global warming to the annual cycles of tropical surface temperature

and precipitation more generally [Dwyer et al., 2012, 2014]. Nevertheless, repeating the

analysis of the wide-SST range simulations with annual mean values does not alter the overall

behavior (not shown). Boos and Hurley [2013] show that artificially truncating topography

in South Asia, thereby enhancing low-MSE advection into the South Asian monsoon region,

causes a delay in the monsoon annual cycle – consistent with our simulations in the sense
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that horizontal low-MSE advection is enhanced and monsoon onset delayed with warming.

Although we have focused on the climatological convective depth, a few other differences

between the two control climate states may also be important for the response to uniform

SST warming. The expanse of large near-surface MSE values within the Sahel is larger

magnitude, more widespread, and more continental in RAS than in UW. To the extent that

prevailing MSE gradients are enhanced with warming [Boos and Hurley , 2013], this itself

would lead to greater MSE increases in RAS than in UW. Another feature of potential

relevance is the region of significantly negative F net in UW from the Gulf of Guinea coast to

the Southern Sahel (local minima exceeding -70 W m−2); in RAS there is a also a negative

patch but it is much smaller and smaller magnitude (Figure 3(a) and (b). From the column

MSE budget perspective, this region in UW is therefore highly unsuitable for convection,

and so with warming convection in the Sahel is not drawn southward. In RAS, there is a

strong dipole with precip and F net increasing in this region.

Numerous studies argue that warming of the Sahara Desert, by strengthening the Sahara

Heat Low, increases the meridional pressure gradient from the Gulf of Guinea northward,

thereby enhancing the monsoon flow into the Sahel [e. g. Biasutti et al., 2009]. Such behavior,

if it occurs, is not of central importance in these simulations. Although Saharan surface

warming is modestly higher in UW than RAS, in both cases the anomalous boundary layer

flow in the northern Sahel is northerly, opposite to the expectation if an anomalous heat low

circulation centered in the Sahara Desert was dominant.

The character of the convection and MSE budget changes steadily in the meridional, and

this complicates the interpretation of regional averages. Although averaged over the entire

Sahel the meridional advection is a leading order term in the vertically integrated MSE and

moisture budgets, within the more convective southern Sahel the canonical tropical con-

vection zone balance exists between the source terms and the convergence. Conversely, in

the north the convergence term is small and changes to the net energetic source/sink terms

are balanced by horizontal advection. The
{
ω∂ph

}
= 0 isoline is a convenient border sepa-
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rating these regions. But the climatological precipitation distribution extends appreciably

northward beyond this boundary, as do the reductions in precipitation with ocean warming,

thereby limiting the utility of considering the northern and southern halves independently.

AM2.1’s relatively coarse horizontal resolution likely prevents it from generating the

mesoscale disturbances that in observations harbor the majority of time-mean Sahelian rain-

fall and also largely control decadal variability [Vellinga et al., 2016]. At the same time,

artificially suppressing transients does not appreciably alter the time-mean precipitation in

one coarse AGCM [Cook , 1999]. From an impacts perspective, crop modeling suggests that

the total rainy season rainfall, rather than any higher order statistics, drives changes to West

African crop yields in the context of 21st century warming [Guan et al., 2015].

Precipitation in GCMs that parameterize convection typically peaks at noon rather than

in the early evening as observed, both in the Sahel [e. g. Marsham et al., 2013] and elsewhere.

This will affect the shortwave cloud radiative effect, since insolation is greatest near mid-day,

shortwave reflection will be larger than if the convective clouds peaked in the evening. The

smallness of the region-mean net energetic forcing response to 2 K SST warming in RAS

relies in part on the cancellation between shortwave and longwave radiative responses, which

could be influenced by this issue. We have not examined the diurnal cycle in our simulations.

3.8 Summary

Wet-season rainfall in the Sahel decreases by 40% in response to uniform 2 K SST warming in

AM2.1 when the default, RAS convective parameterization is used but increases by 6% when

the UW parameterization is used instead, a sensitivity we attempt to understand through

the column-integrated MSE budget.

In both model variants, the present-day control simulation budget broadly comprises

positive net energetic forcing balanced by horizontal advection of dry, low-MSE Saharan air

into the northern Sahel and divergence of MSE by deep moist convection in the southern
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Sahel, with additional region-mean MSE divergence from transient eddies. In RAS, the time-

mean divergent circulation diverges MSE in the southern Sahel but converges MSE in the

northern Sahel due to the convection shallowing moving northward, leading to a near-zero

column mean MSE divergence through the divergent circulation. In UW, ascent is generally

shallower, such that the divergent circulation converges MSE throughout the Sahel. Thus,

in either case the region is far from the canonical tropical convecting zone balance between

net energetic forcing and MSE divergence by the time-mean divergent circulation.

In RAS, the severe drying with SST warming is commensurate with strongly enhanced

MSE divergence by horizontal advection and a shallowing of the convection. This leads to an

expression for the anomalous vertical motion in the free troposphere in terms of the clima-

tological moist static stability and the change in the meridional gradient of MSE. Changes

in the MSE gradient are especially important in the mid-troposphere, where the moist static

stability is small and therefore ascent must respond strongly to balance a given horizontal

MSE advection anomaly. In UW, the horizontal MSE gradient is not enhanced as much

in the mid-troposphere, as part of its overall weaker MSE budget response. Column water

vapor increases throughout the deep tropics with 2 K SST warming at a higher rate in RAS

than in UW, which contributes to the discrepancy in the meridional MSE gradient responses.

Varying SSTs over a wide range with either convective parameterization yields consistent

energetic and P − E responses but differing precipitation responses: the drying influences of

the Sahara desert are steadily enhanced with warming, but in terms of precipitation in UW

this is apparently overcome by the broader wettening influences in climatological convecting

regions that accompany SST warming.
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3.A Adjustment method for correcting imbalances in col-

umn tracer budgets

3.A.1 Motivation

The interpolation of GCM and reanalysis data from their model-native coordinates to regular

latitude-longitude grids and/or pressure levels generates spurious imbalances in the budgets

of mass and other conserved tracers [Trenberth, 1991]. This is especially true over land,

where topography induces sharp gradients of surface pressure. As a result, commonly used

finite-differencing methods for the derivatives in the flux divergence terms can yield residuals

>100 W m−2 at individual grid points in the column MSE budget. Here we present a post-

hoc adjustment method that rectifies these imbalances. It is effectively an extension of the

dry mass budget adjustment method introduced by Trenberth [1991] and is similar to that

of Peters et al. [2008]. Kidson and Newell [1977] also present a similar method for column

mass using analysis data.

3.A.2 Adjustment procedure

Neglecting diffusion, the column-integrated budget of a conserved tracer, m, comprises time-

tendency, flux divergence, and source terms:

∂{m}

∂t
+∇·{mv} = S, (3.2)
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where curly brackets denote a mass-weighted column integral ({} =
∫ ps
0

dp/g, where ps is

surface pressure), S is the column-integrated source minus sink, and v is the true horizontal

wind such that this equality holds exactly. Using model-postprocessed data introduces a

nonzero residual, R:
∂{m}

∂t
+∇·{mvraw} = S +R, (3.3)

where uraw is the unadjusted horizontal wind, which we have assumed is the source of all

error (rather than the time tendency or source terms). Let uadj be the adjustment applied

to the wind, signed such that

v = vraw − vadj, (3.4)

Combining (3.3) and (3.4) yields

∇·{mvadj} = R. (3.5)

We assume that the adjustment is barotropic, such that it can be pulled out of the column

integral. We also assume that the adjustment field is irrotational. This results in a system

of two equations,

∇· ({m}vadj) = R

∇× ({m}uadj) = 0,

(3.6)

which can be solved (e.g. using spherical harmonics) for the zonal and meridional components

of the quantity {m}uadj. By subsequently dividing by {m} to get vadj and, finally, using (3.4),

we arrive at the adjusted wind v that exactly satisfies the column budget expression (3.2).

3.A.3 Caveats

Importantly, this procedure will generate a horizontal wind field that yields closure of the

specified source and time-tendency terms, whether or not such closure is physically justified.

Most poignantly, if this were applied to the MSE budget using monthly-mean data, then the

resulting adjusted monthly-mean circulation would exactly balance the energy storage and
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net energetic forcing terms, with the likely false implication that transient eddies have no

contribution.

While the resulting adjusted wind field is defined at each vertical level, the adjustment

itself is barotropic and based on column-integrated terms, and closure is ensured only in the

column-integral – not at each individual level.

3.B Computational procedure used for each term in the

moist static energy budget

3.B.1 Column-integrated moist static energy flux divergence at each

timestep

We apply two consecutive adjustments, first correcting column total mass (dry air plus water

vapor), and then column energy. The column mass adjustment is based on the expression

∂ps
∂t

+∇·

∫ ps

0

u dp = g(E − P ). (3.7)

This corrects for column mass imbalances exactly and largely ameliorates column energy

imbalances. We then repeat this procedure, starting with these mass-adjusted winds, applied

to the column MSE budget
∂

∂t
{E}+∇·{hu} = Fnet, (3.8)

with symbols all defined as in the main text. We apply this two-step adjustment to the

horizontal wind field at each timestep of the post-processed model data. The column MSE

flux divergence is then computed by forming the MSE fluxes (hu), integrating them over the

entire column ({hu}), and then again using spherical harmonics to compute the divergence

of the column integrals (∇·{hu}). This procedure yields the column-integrated MSE flux

divergence in nearly exact balance with the column net energetic forcing and time-tendency

at each 3 hourly timestep.
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3.B.2 Partitioning total flux divergence into eddy and time-mean

components

From this 3-hourly adjusted column flux divergence field, we separate the eddy and time-

mean components as standard. Namely, the adjusted winds and all other original fields are

averaged within each month, and the column flux divergence is re-computed using these

fields to get ∇·{hu}. The eddy component is then computed by subtracting the time-mean

field from the full field: ∇·
{
h′u′

}
= ∇·

{
hu

}
−∇·

{
hu

}
.

3.B.3 Partitioning time-mean advection into horizontal and vertical

components

We partition the total time-mean column flux divergence into horizontal and vertical ad-

vection components by 1) explicitly computing the horizontal advection at each level, 2)

column-integrating, and 3) subtracting that integral from the time-mean to get the verti-

cal advection as a residual. The level-by-level horizontal advection computation uses the

time-series of adjusted, monthly-mean horizontal winds and second-order, upwind finite-

differencing. Because the data is on the model-native hybrid pressure-sigma coordinates

[Simmons and Burridge, 1981] while the budget equations require horizontal gradients on

constant pressure surfaces, additional terms are required [Peters et al., 2008]:

∇ph = ∇ηh+
∂h

∂η
∇pη = ∇ηh−

∂h

∂η

b

a′ + b′p
s
∇ηps

, (3.9)

where the hybrid sigma-pressure model coordinates η are terrain-following near the surface

and transition to constant pressure surfaces near the model top: p(η, ps) = a(η) + b(η)ps,

where a and b do not vary horizontally or in time, a′ ≡ da/dη, and b′ ≡ db/dη [Table 2 of

GFDL Atmospheric Model Development Team, 2004].
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3.B.4 Vertical advection at individual vertical levels

In order to examine the vertical profile of the budget terms, we also compute the time-mean

vertical advection explicitly at each level using 2nd order upwind finite differencing. These

are the quantities shown in all profile plots of time-mean advection. The sum of the two

explicitly computed advection terms, column-integrated, exhibits a region-mean residual of

∼10 W m−2 compared to the total time-mean flux divergence. But the overall character and

spatial patterns of the column vertical advection is similar between the two methods.

This is why the total region-mean change differs modestly between the previously quoted

value and the sum of the three response decomposition terms (-15.9 and -18.8 W m−2,

respectively). Similarly, to compute the decomposition terms only, for expediency the hori-

zontal advection is computed using monthly averaged data, unadjusted. The results appear

qualitatively insensitive to this choice.

3.B.5 Time tendency and source terms

Time tendencies are computed by first integrating the tracer over the column and then

applying 2nd order centered finite differencing at each timestep. The source terms are

outputted directly by the model and require no subsequent manipulation.
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Chapter 4

Towards emergent constraints on Sahel rain-

fall

Abstract

Theoretical arguments and simulations in the NOAA Geophysical Fluid Dynamics Labora-

tory (GFDL) AM2.1 atmospheric general circulation model (AGCM) presented in Chapter

3 suggest that uniform SST warming causes increased advection of dry Sahara Desert air

into the Sahel region of Africa, but the magnitude of this response and therefore whether it

ultimately causes reduced Sahelian precipitation is sensitive to the convective parameteriza-

tion. Chapter 3 further speculates on potential links between the dry advection response and

properties of the regional column moist static energy (MSE) budget in the control simula-

tion, which if verified would constitute the starting point toward an emergent observational

constraint on the future behavior. We analyze uniform SST warming simulations performed

in seven GFDL AGCM variants and in ten AGCMs performed as part of Phase 5 of the

Coupled Model Intercomparison Project (CMIP5) in order to assess these theoretical and

modeling aspects of generating an emergent observational constraint. We subsequently ad-

dress several issues regarding the observational facet of developing an emergent constraint

for forced Sahel rainfall changes.

Rainfall in the Sahel decreases with SST warming in 14 of the 17 models analyzed. In all

17 models, dry air advection into the Sahel is enhanced through an enhanced meridional MSE

gradient, balanced energetically in part by anomalous subsidence. These results support the
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notion that mean ocean warming acts to dry the Sahel through interactions with the Sahara

Desert, although in a small minority of models this is overcome by the overall wettening

influences of global warming on existing convecting regions.

Despite this qualitative consistency, given the sample sizes and considerations of model

dependence, no unambiguously statistically significant correlations are identified between

the precipitation response and any fields from the control simulations. Difficulties arise also

on the observational side of developing an emergent constraint as satellite-based measures

give different impressions of model credibility depending on the field examined. On the

other hand, reanalyses suggest that relatively top-heavy ascent profiles that strongly drying

models tend to exhibit are outside the observational range, and observations of precipitation

and cloud radiative properties suggests that in AM2.1 an excessive positive cloud radiative

feedback on precipitation changes is excessive.

4.1 Introduction

The simulations presented in Chapter 3 of uniform 2 K SST warming in the NOAA Geo-

physical Fluid Dynamics Laboratory (GFDL) AM2.1 atmospheric general circulation model

(AGCM) using either the default, Relaxed Arakawa Schubert (RAS) convective parame-

terization or the University of Washington (UW) parameterization implicate an enhanced

meridional MSE gradient spanning from central Africa to the Sahara desert as a key drying

influence in the Sahel. This gradient is enhanced more with RAS than with UW, which Chap-

ter 3 hypothesizes partly stems from deeper climatological convection in RAS being more

effective at spreading the increased near-surface water vapor into the mid troposphere where

the convection is especially sensitive to dry advection. However, precipitation responses to

SST warming remain opposite-signed with RAS compared to with UW over a wide range of

control SSTs and circulation characteristics, implying a direct role for convective processes

themselves.
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What are the hydrological and MSE budget responses in the Sahel in other models, and

how do these relate to their respective control simulations? Pragmatically, this is aided by

the availability of control and +2 K simulations performed in numerous other GFDL models.

However, models from the same modeling institution typically share many components and

are thus not truly independent [Masson and Knutti , 2011; Knutti et al., 2013; Caldwell et al.,

2014], and it is therefore necessary to extend to non-GFDL AGCMs. The prescribed SST

simulations performed as part of the Coupled Model Intercomparison Project 5th Phase

(CMIP5) [Taylor et al., 2012], which include present-day control and uniform 4 K SST

warming simulations, are a natural resource in this regard.

Supposing links between the climatological fields and the response to uniform warming

can be identified across models, it would mark the starting point toward an emergent ob-

servational constraint [e. g. Hall and Qu, 2006], i. e. an observable present-day quantity that

correlates well across models with their responses to a perturbation (in this case, uniform

SST warming). The next step would be to characterize Earth’s present-day circulation in

the Sahel in order to compare to the model’s control values. But based on the demonstrated

sensitivity in Chapter 3 of at least one model to its convective parameterization, the reliance

of reanalyses products on a numerical model and convective parameterization is a cause for

concern. Satellite observations of TOA radiative fluxes, which constitute for land regions

the net column net energetic forcing term, are therefore a potentially attractive alternative

for model comparison.

This chapter addresses these issues by extending the analyses from Chapter 3 to other

GFDL and CMIP5 models and comparing them to observational and reanalysis data. After

describing the GFDL and CMIP5 models and simulations and other methodological details

(Section 4.2), we describe the results of uniform SST warming simulations in the GFDL

and CMIP5 models (Section 4.3). Several aspects of the Sahel response to uniform warming

are robust across the simulations and consistent with the overall dynamical and energetic

arguments presented in Chapter 3: an enhanced meridional MSE gradient, anomalous subsi-
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dence, and (except for AM2.1) reduced net energetic forcing. These lead to reduced rainfall

in the Sahel in 4 of 7 GFDL AGCMs and 10 of 10 CMIP5 AGCMs analyzed. However,

quantitative differences among the model responses, particularly for the CMIP5 ensemble,

are sufficiently large that no statistically significant correlations are found between control

simulation fields and the precipitation response to uniform SST warming.

Anticipating future refinements to these modeling and theoretical aspects of developing an

emergent constraint, we also address the observational facet by examining in-situ, reanalysis,

and satellite-based observational data for comparison with the model results (Section 4.4).

Ascent profiles in reanalyses are generally bottom-heavy, while models with top-heavy ascent

profiles are generally among those that dry the most with warming. Satellite-based measures

are imperfect as emergent constraints due to the correlations between present-day Sahel TOA

radiative fields and precipitation responses to SST warming being modest. We discuss the

implications of these results for future research directions and the sources of spread among

coupled models in Sahel rainfall in 21st century simulations (Section 4.5) and conclude with

a final summary (Section 4.6).

4.2 Methodology

4.2.1 GFDL models and simulations

We examine present-day control and uniform 2 K simulations in the seven GFDL model

variants listed in Table 4.1. AM2.1 is as described in Chapters 2 and 3; briefly, it features

a finite-volume, ∼200 km resolution, latitude-longitude dynamical core, 24 vertical levels

extending to 10 hPa, the RAS convection scheme [Arakawa and Schubert , 1974; Moorthi

and Suarez , 1992], prescribed monthly aerosol burdens, and the LM2 land model [Milly and

Shmakin, 2002]. Both the standard AM2.1 and the variant from Chapter 3 that replaces RAS

with the University of Washington convective parameterization [Bretherton et al., 2004] are

included in this chapter; they are referred to respectively as AM2.1 and AM2.1-UW for the
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remainder of the thesis. AM3 [Donner et al., 2011] features a finite-volume, ∼200 km cubed-

sphere dynamical core, 48 vertical levels extending to 1 hPa, the Donner deep [Donner , 1993;

Donner et al., 2001] and UW shallow [Bretherton et al., 2004] convective parameterizations,

comprehensive atmospheric chemistry, online interactive aerosols, a cloud microphysical pa-

rameterization that depends on aerosol burdens for stratiform clouds [Ming et al., 2006,

2007], and the LM3 land model [Shevliakova et al., 2009; Donner et al., 2011]. HiRAM

[Zhao et al., 2009] features the same dynamical core as AM3 but with ∼50 km horizontal

resolution, 32 vertical levels extending to 10 hPa, the UW convection scheme for both deep

and shallow convection (though with much convection treated at the grid scale), a relatively

simple diagnostic cloud fraction scheme, the LM3 land model, and all other settings taken

from AM2.1. Essentially, AM3 was developed from AM2.1 by increasing physical complexity

but not resolution, and HiRAM was developed from AM2.1 by increasing resolution but not

physical complexity.

The remaining three GFDL AGCMs are alternate-resolution versions of AM2.1, AM3,

and HiRAM. AM2.5 [Delworth et al., 2011] is essentially a ∼50 km resolution version of

AM2.1, but using the cubed-sphere dynamical core, 32 vertical levels, the LM3 land model,

and some modest re-tuning. c90-AM3 is identical to AM3 other than roughly doubled

horizontal resolution; the “c90” notation signifies that each of the six faces comprising the

model’s cubed-sphere grid consists of 90×90 grid cells. The standard AM3 resolution is c48.

c48-HiRAM [Zhao, 2014] is a ∼200 km resolution version of HiRAM (whose resolution is

c180), with a reduction in the land-ocean entrainment parameter ratio as described in Zhao

et al. [2009] and in Chapter 3 for AM2.1-UW. In postprocessing, data for c90-AM3 was

horizontally interpolated to the same ∼200 km grid as AM2.1, AM3, and c48-HiRAM; the

interpolation for AM2.5 and HiRAM retains their near-native resolution.1

Each model has a pair of control and +2 K simulations that follow the same experimental

1These discrepancies in interpolation procedure across the models is an artifact of the simulations being
performed at different times by groups with different model execution procedures. Ideally, one would re-do
the postprocessing for each simulation in order to interpolate all simulations to a common grid.
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Table 4.1: GFDL AGCMs used in this study. Columns, from left to right: model name;
publication that documents the model; observational SST dataset and year range used to
create the climatological annual cycle of SSTs; length of simulation, in years. Top level
value, if given, indicates topmost pressures to which the data was interpolated in addition to
the standard levels shared by all models: 1000, 925, 850, 700, 600, 500, 400, 300, 250, 200,
150, 100, 70, 50, 30, 20, and 10 hPa. High-top models also include an additional 775 hPa
tropospheric level; the other additional levels are 7, 5, 3, 2, and 1 hPa.

Model Reference SST data Duration Top
AM2.1 GFDL Atmospheric Model Reynolds et al. [2002], 30

Development Team [2004] 1981-1999
AM2.1-UW This thesis, Chapter 3 30
AM2.5 Delworth et al. [2011] 20 1
AM3 Donner et al. [2011] Hurrell et al. [2008], 30 1

1981-2000
c90-AM3 None 10 1
HiRAM Zhao et al. [2009] Rayner et al. [2003], 17

1981-2005
c48-HiRAM Zhao [2014] 15

design as described in Chapter 3, although among models there are differences in their du-

ration and the underlying SST dataset and averaging period across the models (Table 4.1).2

We have tested the sensitivity to these differences by repeating the control and +2 K simula-

tions in AM2.1 with each SST fields used by other models. The Sahel precipitation responses

are similar in each case, and we assume this holds for the other models.

4.2.2 CMIP5 models and simulations

We examine the “amip” and “amip4K” CMIP5 experiments in ten AGCMs for which the

necessary data is available in the GFDL local repository of CMIP5 data (Table 4.2). These

simulations use a timeseries of observed SSTs from the Hurrell et al. [2008] dataset spanning

1979-2008. Atmospheric composition is also time-varying, with the same inputs as in the

2For expediency, in HiRAM we use an available +2.04 K (rather than exactly 2 K) SST perturbation sim-
ulation. In AM3, aerosol emissions (rather than burdens) are prescribed at near-present-day climatological
values, due to that model’s online treatment of aerosols.
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coupled “historical” CMIP5 simulation.3 In the +4 K simulation, 4 K is added uniformly to

this timeseries of SSTs.

We do not expect the fact that SSTs and atmospheric composition are time-varying for

the CMIP5 models to appreciably alter their response to imposed SST warming compared

to the GFDL models. Of greater concern is the 2 vs. 4 K SST warming magnitude. We

present the responses per K imposed warming to mitigate this difference, but the nonlinear

response of Sahel rainfall to the imposed SST shown in Chapter 3 for AM2.1 and AM2.1-UW

imply that this is an imperfect solution. Comparison of the GFDL and CMIP5 model results

should be undertaken with this caveat in mind.

Table 4.2: CMIP5 AGCMs used in this study. Columns, from left to right: model name,
modeling institution, horizontal resolution of output data analyzed, and topmost pressure
level to which data was interpolated. Resolution refers to the data in the CMIP5 archive in
the Tropics, which is not necessarily the same as the model’s native horizontal resolution.
Top level value, if given, indicates topmost pressures to which the data was interpolated in
addition to the standard levels shared by all models: 1000, 925, 850, 700, 600, 500, 400, 300,
250, 200, 150, 100, 70, 50, 30, 20, and 10 hPa. The additional levels are 7, 5, 3, 2, 1, 0.4,
0.2, and 0.1 hPa.

Model Institution Resolution Top
BCC-CSM1 Beijing Climate Center 2.8◦×2.8◦

CNRM-CM5 Centre National de Recherches Meteorologiques 1.4◦×1.4◦

FGOALS-G2 Institute of Atmospheric Physics, 2.8◦×2.8◦

Chinese Academy of Sciences
IPSL-CM5A-LR Institut Pierre-Simon Laplace 1.9◦×3.75◦

IPSL-CM5B-LR Institut Pierre-Simon Laplace 1.9◦×3.75◦

MIROC5 Agency for Marine-Earth Science and Technology 1.4◦×1.4◦

MPI-ESM-LR Max Planck Institute for Meteorology 1.9◦×1.9◦ 0.1
MPI-ESM-MR Max Planck Institute for Meteorology 1.9◦×1.9◦ 0.1
MRI-CGCM3 Meteorological Research Institute 1.2◦×1.1◦ 0.4
NCAR-CCSM4 National Corporation for Atmospheric Research 0.9◦×1.25◦

3BCC-CSM1 and NCAR-CCSM4 are among the CMIP5 models identified by Zhou et al. [2015] as ex-
hibiting an erroneous zonal oscillation in the TOA downwelling shortwave radiation. This does not affect
the Sahel rainfall climatologies or responses in any immediately identifiable way.
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4.2.3 MSE budget computations

The available CMIP5 data comprises timeseries of pressure-interpolated, monthly averages

and lacks the specific mass of ice water and geopotential height. Therefore, we use non-frozen

MSE, h ≡ cpT + gz + Lvq as the energy tracer, with geopotential height computed from

the temperature and specific humidity fields using the hypsometric equation, accounting

for virtual temperature effects. To facilitate comparison between the GFDL and CMIP5

ensembles, we use the same computations and monthly, pressure-interpolated data for the

GFDL models also. Comparison in AM2.1 of the budget quantities computed using the

adjusted, high frequency data on model-native coordinates and the solid ice component as

in Chapter 3 versus the more approximate method here indicate qualitative insensitivity to

these differences, but quantitative differences are not negligible.

4.2.4 Model independence and statistical implications

Unlike other portions of this thesis, wherein identifying physical mechanisms underlying

model responses is of greater concern than their statistical properties, statistical significance

is centrally important in attempts to identify predictive relationships across models regarding

the Sahel rainfall response. Of the seven GFDL models analyzed, three are pairs that differ

primarily only in horizontal resolution (AM2.1 and AM2.5, AM3 and c90-AM3, HiRAM

and c48-HiRAM), two are identical except for the convective parameterization (AM2.1 and

AM2.1-UW), and of the three “base” models (AM2.1, AM3 and HiRAM), AM3 and HiRAM

were developed directly from AM2.1. In our subjective judgment, this warrants reducing the

effective degrees of freedom by two. Of the ten CMIP5 models, two pairs of models come

from the same institution (Institut Pierre-Simon Laplace and Max Planck Institute), and we

therefore choose to reduce the degrees of freedom by two.

For the computation of correlations across models (which start at two less degrees of

freedom than the number of samples), this leaves three degrees of freedom for the GFDL
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ensemble, six degrees of freedom for the CMIP5 ensemble, and eleven degrees of freedom for

the combined GFDL and CMIP5 ensemble. With these effective sample sizes, for correlations

to be significant at the p = 0.05 level requires correlation coefficient values of 0.878, 0.707,

and 0.553 for the GFDL, CMIP5, and combined ensembles, respectively (using a two-sided

test).

4.2.5 Region definition

As in Chapter 3, we analyze the Sahel wet-season of July-August-September and define the

Sahel region as 10-20◦N, 18◦W-40◦E. This extends slightly into the Atlantic Ocean and the

Red Sea. While we employ each model’s native land mask to exclude these bodies of water,

results are insensitive to whether or not the land mask is applied (not shown). As such, no

land mask is used for the observational data. The observational data we use is described in

Section 4.4.

4.3 GFDL and CMIP5 model results

4.3.1 Overall hydrological responses
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Figure 4.1: (Shaded contours) difference in precipitation per unit SST warming be-
tween simulation with uniform 2 K SST warming and present-day control simulation, units
mm day−1 K−1, and (grey contours) precipitation in the control simulation, with contours
starting at 3 mm day−1 and with a 3 mm day−1 interval, in each of the seven GFDL models.
The models are ordered (a) to (g) based on their precipitation response from most negative
(AM2.1) to most positive (c48-HiRAM).
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Figure 4.1 shows the precipitation response to 2 K SST warming in the GFDL models.

The responses span a wide range, including severe drying (AM2.1), moderate drying (AM2.5,

c90-AM3, and AM3), little response (HiRAM), modest wettening (AM2.1-UW), and moder-

ate wettening (c48-HiRAM). On average, precipitation is reduced by 0.2 mm day−1 K−1, or

6% K−1, from 3.4 mm day−1 in the control. In the four models with region-mean drying, the

precipitation reductions span the whole width of the Sahel and are larger in the south where

rainfall is also climatologically greater. The rainfall response of HiRAM is muted throughout

the region. Precipitation increases fairly uniformly over the southern Sahel in AM2.1-UW,

while for c48-HiRAM the increases are zonally concentrated in the central Sahel, coinciding

with greater climatological precipitation values in that location. Robust across all models is

increased precipitation along the southern flank of the Atlantic ITCZ.

Table 4.3 lists the Sahel region-mean P and P − E in the GFDL model control simulations

and their response to 2 K SST warming. Relative to precipitation, the evaporation responses

are more modest, from −0.2 to +0.1 mm day−1 K−1 (not shown), leading each model’s P − E

response to largely track its P response [Roderick et al., 2014], excepting AM2.1-UW. In each

higher resolution model variant, control simulation rainfall in the Sahel is greater than the

lower resolution counterpart, but there is no clear relationship between model resolution and

the precipitation response to SST warming.4

Figure 4.2 shows the precipitation responses to 4 K SST warming in the CMIP5 models.

In all ten CMIP5 models, precipitation decreases in the Sahel, ranging from −0.1 (IPSL-

CM5A-LR) to −0.3 mm day−1 K−1 (CNRM-CM5). Except for MRI-CGCM3, all CMIP5

models also exhibit the increased precipitation with SST warming along the southern flank

of the Atlantic ITCZ discussed previously for the GFDL models. Also consistent with the

GFDL models, precipitation reductions within the Sahel tend to be predominantly in the

south, with NCAR-CCSM4 as an exception.

4All nine members of the c48-HiRAM perturbed physics ensemble presented in Zhao [2014] are drier in
the control (2.4 to 3.3 mm day−1) and wetten the region more (+5 to +22%) than HiRAM (not shown).
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Table 4.3: Sahel region-mean precipitation (P ) and precipitation minus evaporation
(P − E) in the GFDL model control simulations and their response in the +2 K simula-
tions, in mm day−1. Fractional precipitation change is also listed, in percent. ± values
for the control fields denote one standard deviation. Note these are not normalized by the
imposed SST magnitude.

Model P δP (δP )/P P − E δ(P − E)
AM2.1 4.0 ± 0.7 −1.6 −40% 1.7 ± 0.6 −1.3
AM2.5 4.6 ± 0.4 −1.0 −21% 2.0 ± 0.3 −0.8
c90-AM3 3.5 ± 0.4 −0.6 −17% 0.8 ± 0.3 −0.5
AM3 2.8 ± 0.4 −0.4 −15% 0.5 ± 0.3 −0.2
HiRAM 3.9 ± 0.2 +0.0 +0% 1.8 ± 0.2 −0.0
AM2.1-UW 2.7 ± 0.1 +0.2 +6% 0.3 ± 0.1 −0.1
c48-HiRAM 2.5 ± 0.4 +0.4 +15% 0.9 ± 0.2 +0.2

One curious precipitation feature that occurs in the control simulations in a majority of

GFDL and CMIP5 models is a local maximum over the Red Sea or just to the east; these

include AM2.1, AM2.5, CNRM-CM5, AM3, HiRAM, AM2.1-UW, CNRM-CM5, FGOALS-

G2, MPI-ESM-MR, MIROC5, MPI-ESM-LR, and NCAR-CCSM4. In observations, there

is no distinct local maximum in precipitation over the Red Sea in observations, although

in some datasets the local maximum over the Ethiopian Highlands extends somewhat over

the Red Sea (e. g. Figure 1 of Cook [1997] or Figure 4 of Maidment et al. [2014]). NCAR-

CCSM4 has the largest bias in this region (in another idiosyncrasy, it also shows no orographic

precipitation over the Ethiopian Highlands). In addition, in all of these models, precipitation

decreases sharply with warming over this spurious local maximum. We have not determined

the reasons behind this feature or whether it plays any meaningful role in the broader regional

response to warming.

Unlike the GFDL models, the precipitation response does not scale with its climatological

value. The control simulation region-mean precipitation varies over a wider range in the

CMIP5 models than in the GFDL models. BCC-CSM1-1, IPSL-CM5B-LR, MRI-CGCM3,

and FGOALS-G2, (1.0, 1.4, 1.6, and 2.0 mm day−1, respectively) have less region-mean

precipitation than the driest GFDL model (c48-HiRAM, 2.5 mm day−1), while CNRM-CM5

and MIROC5 (4.8 and 5.5 mm day−1, respectively) have more precipitation than the wettest
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GFDL model (AM2.5, 4.6 mm day−1). Of the two pairs of models from the same institutions,

the Max Planck Institute models are very similar in both climatology and response to SST

warming, whereas the IPSL-CM5A-LR and IPSL-CM5B-LR responses differ appreciably.

Table 4.4: CMIP5 AGCM responses to 4 K SST warming. Note that these are not normal-
ized by the imposed SST change.

Model P δP (δP )/P
CNRM-CM5 4.8 -1.1 -24%
FGOALS-G2 2.1 -1.0 -49%
MPI-ESM-MR 2.9 -0.9 -30%
MIROC5 5.4 -0.9 -16%
MRI-CGCM3 1.6 -0.8 -50%
MPI-ESM-LR 2.7 -0.7 -26%
IPSL-CM5B-LR 1.4 -0.6 -44%
NCAR-CCSM4 3.6 -0.6 -17%
BCC-CSM1 1.0 -0.4 -37%
IPSL-CM5A-LR 2.7 -0.3 -13%

Combining the GFDL and CMIP5 results, Sahel rainfall decreases with SST warming in

fourteen of the seventeen models analyzed. The two models that wetten the region, AM2.1-

UW and c48-HiRAM, are not production models that have been tuned for TOA radiative

balance. While this does not have an immediately obvious physical imprint on the Sahel

rainfall response to warming, the implication is that production-class models (which also

excludes c90-AM3) all respond with drying, or at most no change (HiRAM). These results

also provide further context for the uniqueness of AM2.1. In its standard configuration,

precipitation is reduced in the Sahel with +2 K warming more than any other GFDL model

or any CMIP5 model subjected to a larger +4 K warming. Moreover, replacing RAS with

UW as its convective parameterization causes AM2.1 to go from having the most negative

to the second-most positive precipitation response of all models.
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4.3.2 Dynamical and MSE budget term responses

Figure 4.3 shows the control and perturbation Sahel region-mean profiles of the time-mean

horizontal and vertical MSE advection in the GFDL models.5 For horizontal advection, c48-

HiRAM is an outlier in the magnitude of its positive values in the lower troposphere, but

otherwise the models are consistent: MSE divergence peaking in the lower troposphere and

steadily decreasing towards zero in the mid- to upper-troposphere. The vertical advection

profiles are also largely consistent, again with c48-HiRAM an outlier. Perturbed with 2 K

SST warming, at nearly all levels above the boundary layer and below ∼200 hPa the models

respond with shared sign: anomalous MSE divergence by the horizontal flow and anomalous

MSE convergence by the divergent flow. Moreover, from inspection both responses appear

to track the precipitation responses, which we will return to below.

Figure 4.4 shows the control and perturbation Sahel region-mean profiles of the time-mean

horizontal and meridional MSE advection profiles. Comparison of the control profiles verifies

that the total horizontal MSE advection is dominated by the meridional advection, especially

from the surface through the mid-troposphere; zonal advection is appreciable primarily in the

upper troposphere, where the Tropical Easterly Jet acts to converge MSE into the region (not

shown). As in the GFDL ensemble, the overall structure is quite consistent across the models.

As is the case for precipitation, the responses show more heterogeneity, but apart from the

boundary layer the the dry air advection is largely enhanced with SST warming. That the

meridional advection response is more consistent than the total horizontal advection response

corroborates our focus on the interactions with the Sahara. Moreover, the anomalous dry

air advection generally peaks in the lower free-troposphere and rapidly taper off above – in

sharp contrast to the deep increases in AM2.1, and this is consistent with AM2.1’s unmatched

precipitation reductions.

5Comparing the AM2.1 and AM2.1-UW curves in Figures 4.3 and 4.5 with their counterparts in Chapter
3 (Figures 3.5 and 3.6, respectively) provides a sense of the information loss due to interpolation from model-
native vertical coordinates to pressure levels. This is most pronounced in the boundary layer. Note also that
the horizontal axis spacing is also different within each pair of figures.
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Figure 4.2: (Shaded contours) difference in precipitation per unit SST warming be-
tween simulation with uniform 4 K SST warming and present-day control simulation, units
mm day−1 K−1, and (grey contours) precipitation in the control simulation, with contours
starting at 3 mm day−1 and with a 3 mm day−1 interval, in each of the ten CMIP5 models.
The models are ordered from (a) to (j) from most negative to least negative precipitation
response. The Sahel region-mean fractional precipitation change (total, not per unit warm-
ing) is printed within each panel. Note that the color spacing is half that of Figure 4.1. The
printed values in the top-left are the fractional precipitation change in the Sahel, without
normalization by the SST change.
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Figure 4.3: Sahel region-mean profiles of time-mean (left column) horizontal and (right
column) vertical MSE advection in (top row) the control simulations and (bottom row)
in response to 2 K SST warming in the GFDL models, in J kg−1 s−1. The color of each
curve corresponds to the model’s Sahel region-mean precipitation response to 4 K SST
warming; the darkest green being the least negative, and the darkest brown being the most
negative, response. These are not normalized by the imposed SST warming. Note the smaller
horizontal axis spacing in the right column.
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Figure 4.4: Sahel region-mean profiles of time-mean (left column) horizontal and (right
column) meridional MSE advection in (top row) the control simulations and (bottom row)
in response to 2 K SST warming in the CMIP5 models, in J kg−1 s−1. The color of each curve
corresponds to the model’s Sahel region-mean precipitation response to 4 K SST warming;
the darkest green being the least negative, and the darkest brown being the most negative,
response. These are not normalized by the imposed SST warming. The horizontal axis
spacing in the left column is the same as in Figure 4.3 but not in the right column.
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Figure 4.5 shows the Sahel region-mean profiles of vertical pressure velocity in the con-

trol simulation and in response to SST warming and the moist static stability in the control

simulation for each GFDL model. Figure 4.6 shows the same for the CMIP5 models. The

control ascent profiles span from strong ascent throughout the troposphere (e. g. AM2.5 and

CNRM-CM5) to much more bottom-heavy (e. g. c48-HiRAM and BCC-CSM1-1). In both

sets of models, there is more spread among the control simulations in the vertical velocity

than the moist static stability. All models exhibit decreased ascent over some portion of the

mid- to upper-troposphere, and in most this extends over most of the free troposphere. Al-

most all also exhibit the dipole structure documented in Chapter 3 for both AM2.1 variants,

with the free tropospheric descent directly above anomalous ascent in the boundary layer.

The depth of the anomalous ascent layer varies greatly, however, from ∼150 to ∼400 hPa in

thickness.

Several Sahel region-mean TOA radiative terms exhibit consistent responses across the

models (not shown). Shallowing and suppression of moist convection across the models

and the concomitant cloud loss causes the shortwave cloud radiative effect to become more

positive in all models (+1.5 to +15.9 W m−2 for GFDL; +0.8 to +19.0 W m−2 for CMIP5)

and the longwave cloud radiative effect to become less positive in all models except HiRAM

(−6.6 to +1.0 W m−2 for GFDL; −5.0 to −13.1 W m−2 for CMIP5). The relative magnitudes

of the longwave and shortwave flux responses varies, such that the net cloud radiative effect

response is not of consistent sign (−0.2 to +11.4 W m−2 for GFDL; −4.4 to +8.2 W m−2 for

CMIP5), although averaged within either ensemble or across models it is positive. Clear-sky

net TOA radiation almost necessarily decreases in all models (−10.5 to −1.9 W m−2 for

GFDL; −14.6 to −6.7 W m−2 for CMIP5), as the warmed surface and troposphere emit

more longwave radiation that escapes to space (this exceeds the increase in LW trapping

due to increased water vapor). The mixed response of net CRE combined with the robustly

negative clear sky net TOA radiative flux results in decreased all-sky TOA radiation into

the Sahel in all models except AM2.1, HiRAM, and AM2.1-UW (−7.7 to +3.7 W m−2 for
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GFDL; −17.0 to −5.9 W m−2 for CMIP5).
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Figure 4.5: Sahel region-mean profiles of (a) vertical velocity in the control simulation, (b)
the response of vertical velocity to the 2 K SST warming, and (c) moist static stability in the
control simulation. The color of each curve corresponds to the model’s Sahel region-mean
precipitation response to 2 K SST warming.
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Figure 4.6: (Same as Figure 4.5, but for the CMIP5 models.) Sahel region-mean profiles
of (a) vertical velocity in the control simulation, (b) the response of vertical velocity to the
4 K SST warming, and (c) moist static stability in the control simulation. The color of
each curve corresponds to the model’s Sahel region-mean precipitation response to 4 K SST
warming; the darkest green being the least negative, and the darkest brown being the most
negative, response, in absolute (rather than fractional) terms.
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In summary, a consistent set of responses is shared by almost all models – ascent profile

shallowing causing anomalous MSE convergence by the time-mean divergent circulation,

an enhanced meridional MSE gradient contributing to increased MSE divergence by the

horizontal flow, cloud loss causing reduced shortwave shading and longwave trapping, and

reduced clear- and all-sky net TOA radiation.

4.3.3 Towards quantitative predictors of model precipitation re-

sponses

From Figure 4.5, it can be gleaned that the precipitation response in the GFDL models scales

not only with the response of ω (panel b) in the free troposphere but also with the control

simulation value of ω in the upper troposphere (panel a): models with top-heavy ascent

profiles (AM2.1 and AM2.5) dry the most with SST warming, and those with bottom-

heavy profiles (AM2.1-UW and c48-HiRAM) wetten with SST warming. Moreover, this is

broadly consistent with the mechanism set forth in Chapter 3, wherein deeper climatological

convection yields greater meridional MSE gradient enhancement and thus greater drying of

the Sahel. Can this picture yield a quantitative predictor of the precipitation response?

As a preliminary step, Figure 4.7 shows the responses of precipitation and ω at 500 hPa

per K SST warming for each GFDL and CMIP5 model. Across the GFDL models, the

precipitation response is almost perfectly anti-correlated with the anomalous subsidence at

500 hPa. For the CMIP5 models, this qualitative relationship holds, but the correlation is

weaker, r = −0.56, and given the sample size this is not statistically significant. That pre-

cipitation is more sensitive to SST change in the GFDL than CMIP5 ensembles is consistent

with the saturation of the AM2.1 precipitation response shown in Chapter 3. Combining the

GFDL and CMIP5 models, the correlation is r = −0.91, which is statistically significant. At

face value, this bodes well for attempts to understand the precipitation response through the

dynamical subsidence response through the mechanisms involving the anomalous horizontal

advection described above. However, this overall correlation is dominated by the GFDL
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models, and the lack of significant correlation for the CMIP5 ensemble is ominous. Also, if

the precipitation responses are normalized by the control simulation values (based on the

general hypothesis that the variability scales with the mean value), the correlation for GFDL

remains nearly perfect (r = 0.99) but the CMIP5 correlation reverses entirely, r = 0.53 (not

shown).
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Figure 4.7: Scatterplot of Sahel region-mean (vertical axis) precipitation change as a func-
tion of (horizontal axis) ω change at 500 hPa, both expressed per unit of imposed SST
warming (mm day−1 K−1 and hPa day−1, respectively). In this and subsequent scatter-
plots, each point corresponds to a single model, colored goldenrod for GFDL and navy for
CMIP5, and with the number corresponding to the Sahel precipitation response ranking
within that ensemble, with numbers increasing from most negative to most positive. The
curve and text with the corresponding curve are the best fit line and correlation coefficient
for that ensemble. The black line and text are the linear best fit for the combined GFDL
and CMIP5 data, with shading denoting the 95% confidence interval of the fit.

Figure 4.8 is an analogous scatterplot of the precipitation response, in this case as a

function of the horizontal advection response at 500 hPa. The overall relationships are

similar as for the ω response, with a fairly strong correlation across the GFDL models but

less so for CMIP5, but they exhibit greater spread, such that none of the correlations are

statistically significant. This result holds more broadly: for all of the response that we

have examined to date, the mid-tropospheric ω response is the only one with a significant

correlation, despite all broadly conforming with the dynamical arguments posed above.

Figure 4.9 shows the precipitation response as a function of the Sahel region-mean OLR
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Figure 4.8: Scatterplot of Sahel region-mean (vertical axis) precipitation change as a func-
tion of (horizontal axis) horizontal MSE advection change at 500 hPa. See Figure 4.7 for
further description.

in the control simulation. Deeper convection yields higher cloud tops, which being at colder

temperatures emit less radiation. The expectation, therefore, is that the control simulation

OLR is correlated with the precipitation response: a deeper circulation will have smaller

OLR and will also have a more negative precipitation response. This generally holds, but

again AM2.1 is an outlier, the GFDL models are more sensitive per unit SST change than

the CMIP5 models, and the correlations are not statistically significant.
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Figure 4.9: Scatterplot of Sahel region-mean (vertical axis) precipitation change as a func-
tion of (horizontal axis) control simulation OLR. Vertical line with shading is the observa-
tional estimate from CERES with a 95% confidence interval.
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For climatological fields, the strongest relationship we have found with the precipitation

response is with the net TOA radiative flux. Figure 4.10 shows the corresponding scatterplot.

Greater net energy input into the Sahelian atmosphere in the control simulation is associated

(r = −0.83) with a more negative precipitation response to uniform 2 K SST warming.

AM2.1 is an outlier, with only the third highest control net TOA radiation but the most

severe drying response. But the correlation is weaker across the CMIP5 models, and for the

combined ensemble, it too is statistically insignificant.
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Figure 4.10: Same as Figure 4.9, except using the control simulation net TOA radiation as
the horizontal axis.

4.4 Observations and reanalyses

Anticipating future progress in identifying a robust predictor of model Sahel rainfall re-

sponses, this section considers the observational facet of developing an emergent constraint

for future Sahel rainfall: comparison of model control simulation hydrological values with

observations, spread in Sahel MSE budget fields among reanalysis datasets and the potential

link to the convective parameterization, the utility of satellite observations as constraints,

and the realism of modeled cloud radiative variations.
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4.4.1 Hydrological values in control simulations

Although the forced precipitation response does not a priori relate to its control value, fi-

delity in the climatological values to observations adds to the overall confidence one places in

a model. Table 4.5 lists the Sahel region-mean precipitation in each of six gridded observa-

tional datasets, which collectively include both local rain-gauge and satellite measurements.

Averages are shown over each product’s full range and for the common period to all six,

namely 2000-2009. The model climatologies, spanning 2.5–4.6 mm day−1 for GFDL and

1.0–5.5 mm day−1 for CMIP5, bracket the observational range of 3.0–3.6 mm day−1. Of the

GFDL models, only c90-AM3 is within this range, and of the CMIP5 models, only MPI-

ESM-MR and NCAR-CCSM4 (3.0 and 3.6 mm day−1, respectively) are within this range.

Table 4.5: Sahel July-August-September region-mean precipitation (P ) in six observational
datasets, in mm day−1. The years available for each product are listed, as are averages over
the full available range and for the period common to all products, 2000-2009.

Product Year range P P 2000-2009 Reference
TRMM 2000-2009 3.6 3.6 Huffman et al. [2007]
GPCP 1979-2013 3.5 3.2 Adler et al. [2003]
U. Delaware 1900-2010 3.4 3.2 Legates and Willmott [1990]
PREC/L 1948-2014 3.2 3.2 Chen et al. [2002]
CMAP 1979-2014 3.1 3.1 Xie and Arkin [1997]
CRU 1901-2013 3.1 3.0 Harris et al. [2014]

Table 4.6 lists the Sahel JAS evapotranspiration in the LandFlux-EVAL observational

gridded data product [Mueller et al., 2013], which combines in situ data, land model sim-

ulations, and reanalysis products. The results vary from 1.5 to 2.1 mm day−1, depending

on which of the three input data types is included and whether extending beyond 1995,

after which much less data is available. Compared to precipitation, model spread is smaller

and aligns more closely with the observational range. To the extent that the region is in a

moisture-limited evaporative regime, it is to be expected that the range of evapotranspiration

values across models be smaller than that of precipitation, since the former generally varies

linearly with the latter, although why the simulated E values are closer to observations than

the simulated P values are is not immediately clear.
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Table 4.6: Sahel region-mean evaporation in the LandFlux-EVAL observational dataset
[Mueller et al., 2013], in mm day−1. Averages are shown separately for the periods 1989-1995
and 1989-2005, as data availability drops substantially in 1995. The left column denotes what
types of data are used for the estimate: diagnostic (i. e. measurement-based), land models,
reanalyses, or all three.

Input data 1989-1995 1989-2005
All 1.7 1.6
Diagnostic 1.8 2.1
Land models 1.7 1.5
Reanalyses 1.7 1.5

4.4.2 Ascent profiles in reanalyses

Chapter 3 demonstrates that the Sahel MSE budget fields are highly sensitive to the convec-

tive parameterization in at least one AGCM. Though they assimilate observational data from

multiple sources, reanalyses also ultimately rely on a convective parameterization in their

underlying dynamical model. Zhang et al. [2008] find large discrepancies among three reanal-

yses in their representation of shallow meridional circulations in multiple tropical regions,

including West Africa, and speculate that differences in the convective parameterization, in

particular their sensitivity to dry air intrusions, are a key factor.

We analyze three reanalyses products: ERA-Interim [Dee et al., 2011] averaged over 1979-

2013, NASA-MERRA [Rienecker et al., 2011] averaged over 1979-2011, and NCEP-CFSR

[Saha et al., 2010] averaged over 1979-2013. Figure 4.11 shows their Sahel region-mean ascent

profiles. All three exhibit ascent throughout the troposphere that peaks near ∼800 hPa. This

ascent maximum is greatest in magnitude in NCEP-CFSR and smallest in ERA-Interim

(approximately -47, -36, and -32 hPa day−1 in NCEP-CFSR, MERRA, and ERA-Interim,

respectively). In the upper troposphere, MERRA exhibits the greatest ascent, followed

by ERA-Interim and then NCEP-CFSR. MERRA’s ascent is greater than ERA-Interim’s

at nearly every level, indicating a stronger overall divergent circulation in MERRA, while

NCEP-CFSR’s relatively large ascent values in the lower troposphere and small values in the

upper troposphere amount to a more bottom-heavy circulation. The average of the three

reanalyses largely resembles ERA-Interim, though with a larger magnitude peak in ascent
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near 800 hPa (not shown).
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Figure 4.11: Sahel region-mean profile of vertical velocity in three reanalysis products.
Shaded range denotes ±1 standard deviation. Horizontal lines on the vertical axis denote
the vertical centroid over the 100-1000 hPa range of the corresponding dataset.

In comparison with the GFDL and CMIP5 models, NCEP-CFSR is roughly as bottom-

heavy as the most bottom-heavy profiles (c48-HiRAM, BCC-CSM1-1, c. f. Figures 4.5 and

4.6, respectively), but there are several models (AM2.1, AM2.5, CNRM-CM5, and MIROC5)

that are more top-heavy than any of the reanalyses. Moreover, these models with relatively

top-heavy climatological ascent profiles relative to the reanalyses are among those in which

SST warming causes the strongest anomalous descent in the free troposphere and precip-

itation decrease. This is broadly consistent with our argument that deeper climatological

convection tends to generate greater drying responses to warming, although as mentioned

above the lack of statistical significance in the ascent-precipitation responses relationship

means there are other important factors.

Another potential caveat is that the reanalyses themselves rely on a convective parame-

terization to generate their vertical velocity profiles – for example, MERRA, which generates

the least bottom-heavy profile, uses, like AM2.1, the Relaxed Arakawa Schubert convective

parameterization; ERA-Interim and NCEP-CFSR use the simplified Arakawa-Schubert and

Tiedtke [1989] schemes, respectively. The sensitivity of AM2.1 to the convective parameter-

ization shown in Chapter 3 suggests that the reanalyses therefore may not provide a truly

reliable constraint. As discussed in Chapter 3, the especially bottom-heavy ascent profiles in

c48-HiRAM and AM2.1-UW likely stem from the UW convection scheme being less active.
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In the standard, ∼50 km resolution version of HiRAM, this is compensated by convection

resolved at the grid scale, which can be quantified e. g. by the ratio of convective to total

(convective plus large-scale) precipitation in the Sahel during JAS, which is 0.17 in HiRAM,

0.70 in c48-HiRAM, and 0.95 in AM2.1.

4.4.3 Climatological TOA radiative fluxes

Figures 4.9 and 4.10 include the present-day Sahel region-mean values of OLR and net

TOA radiation, respectively, from the Clouds and Earth Radiant Energy System (CERES)

Energy Balanced and Filled (EBAF) Edition 2.8 dataset [Loeb et al., 2009], averaged over

2000-2013. If taken as an emergent constraint, the observational value tells a different story

using the two radiative quantities. The OLR value from CERES is roughly in the middle of

the GFDL models, and AM2.1 is among the closest to the observational value. In contrast,

for TOA radiation, while AM3 and c180-HiRAM are near the upper and lower edges of the

observational range, AM2.1, AM2.1-UW, c48-HiRAM, and c90-AM3 are each well separated

from the observational value. The disagreement holds for cloudy-sky OLR also (not shown),

and we suspect for the other cloudy- and clear-sky components.

Although the net TOA radiation is better correlated across GFDL models with the

precipitation response, OLR is the more direct proxy for convective depth, which is the

quantity for which we have posited a physical mechanism linking it to the precipitation

response. Ultimately, notwithstanding the significance of the correlations across models,

using the TOA radiative fluxes as an emergent observational constraint requires further

investigation of this sensitivity. (Although the observational range for both fields largely

coincides with the intersection of the GFDL and CMIP5 correlations, this does not occur

for other TOA radiative fields such as net CRE – it is therefore most likely an interesting

coincidence; not shown).
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4.4.4 Relationships between precipitation and cloud radiative prop-

erties

The smallness of the Sahel region-mean net TOA radiation response in AM2.1 to 2 K SST

warming results from cancellation between increased shortwave absorption due to cloud loss

and increased clear-sky longwave emission by the hotter surface and hotter, drier atmo-

sphere. Because the convection is sufficiently shallow that the shortwave shading exceeds

the longwave trapping, a decrease in cloud cover accompanying a decrease in precipitation

will increase the net TOA radiative flux (and conversely for increased precipitation). This

effectively increases the efficiency of MSE divergence by the divergent circulation – or, if the

convection is sufficiently shallow, reduces the efficiency of the MSE convergence. This is the

opposite of deep convecting regions, in which clouds trap radiation overall, thereby reducing

the effective gross moist stability [Bretherton et al., 2006]. Over land, however, the surface

hydrological factors complicate matters: if reduced cloud cover allows more net radiation to

impinge on the surface, it will heat the surface, potentially enhancing the original drying

signal.

We use extended AMIP simulations in AM2.1, AM3, and HiRAM, respectively spanning

1870-1999, 1870-2005, and 1979-2009 and with 10, 3, and 2 ensemble members each (values

presented are ensemble means). Unlike the CMIP5 amip specification, in these simulations

the atmospheric composition is fixed at present-day values – only the SSTs and sea ice vary

in time.

Figure 4.12 shows JAS Sahel averages net CRE from CERES-EBAF vs. precipitation

from the CRU version 3.22 observational dataset [Harris et al., 2014] for the period 2000-

2013. Each dot denotes a single year, and the overlaid black line is the linear best fit, with

its slope and the Pearson correlation coefficient printed in each panel. We have not removed

any long-term linear trend that may be present in these fields, which could in principle affect

the results. The net cloud radiative effect becomes slightly less positive as rainfall increases,

at −0.8 W m−2 per mm day−1. This is the residual of larger but canceling shortwave and
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longwave relationships with rainfall (−4.5 and +3.7 W m−2 per mm day−1, respectively).
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Figure 4.12: Sahel region-mean (vertical axis) net CRE, in W m−2, as a function of (hori-
zontal axis) precipitation, in mm day−1, in (a) CERES-EBAF and CRU observational data,
and AMIP simulations in (b) AM2.1, (c) AM3, and (d) HiRAM. Each dot represents a single
year, and red squares in (b)-(c) denote the equilibrium response in the 2 K SST warming
simulation. The horizontal axis spans -2 to +2 mm day−1 in all panels.

Figure 4.12 also shows the AMIP simulations. The CRE-precipitation slope values are

−8.2, −0.3, and −5.1 W m−2 per mm day−1 in AM2.1, AM3, and HiRAM respectively. For

AM2.1, this far exceeds the observational value. red squares in the model panels signify the

response in the +2 K simulations. That they lie near the linear fits from the AMIP runs

implies that the same mechanisms are acting in the forced equilibrium responses and the

interannual variability.

Figure 4.13 decomposes the precipitation-net CRE relationship into SW and LW com-

ponents. The LW CRE-precipitation slope using observations is 3.7 W m−2 per mm day−1,

slightly lower than AM2.1 and lower still than AM3 and HiRAM (4.5, 9.8, and 6.0 W m−2

per mm day−1, respectively). The corresponding relationships for SW are −4.5 W m−2 per

mm day−1 in observations and −12.7, −10.2, −11.1 W m−2 per mm day−1 in AM2.1, AM3,

and HiRAM, respectively. So in all three models the shortwave shading by clouds varies

at more than double the rate per unit precipitation change than observations, with AM2.1

the worst by a modest amount. However, AM2.1’s modest LW slope causes the net to be

severely negative, whereas the LW and SW variations largely cancel in AM3 and, to a lesser

extent, HiRAM. The equilibrium 2 K warming responses in AM2.1 and AM3 in the SW

and LW components are both smaller in magnitude than the interannual variability would
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suggest, and this cancels for the net CRE-precipitation response.

Based on these results, all else equal, the excess radiation per unit precipitation loss in

AM2.1 can be expected to reach the surface and feedback on the drying. To a lesser extent,

the same would be expected in HiRAM, yet HiRAM’s precipitation response is weak, consis-

tent with an interpretation that these cloud radiative variations feed back on precipitation

variations rather than cause them.
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Figure 4.13: Sahel region mean (vertical axis, top row) SW CRE and (vertical axis, bottom
row) LW CRE, in W m−2, as a function of (horizontal axis) precipitation, in mm day−1, in
(a) CERES-EBAF and CRU observational data, and AMIP simulations in (b) AM2.1, (c)
AM3, and (d) HiRAM. Each dot represents a single year, and red squares in (b)-(c) denote
the equilibrium response in the 2 K SST warming simulation.

Figure 4.14 shows the relationships between Sahel precipitation and the net all-sky TOA

radiative flux. The relationships between rainfall and clear-sky downward TOA flux are fairly

consistent across models and observations: the observations, AM2.1, AM3, and HiRAM

have slopes 4.5, 4.2, 7.5, and 5.7 W m−2 per mm day−1, respectively (not shown). As a

result, the excessive cloud radiative covariance with precipitation in AM2.1 causes the all-sky

precipitation-TOA radiation relationship to be of the wrong sign compared to observations.

The observations, AM3, and HiRAM adhere to classical expectations: precipitation and
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TOA radiative flux are positively correlated. The observed slope is 3.7 W m−2 mm day−1−1.

The equilibrium responses to SST warming generally agree less well with the interannual

relationship than for net CRE, due to increased clear-sky OLR driven by the mean warming.
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Figure 4.14: Sahel region-mean JAS net all-sky TOA radiative flux as a function of precip-
itation.

4.5 Discussion

We do not fully understand why the CMIP5 and GFDL ensembles exhibit differing quantita-

tive relationships among the various fields presented. In particular, that the Sahel precipita-

tion and tropospheric vertical velocity responses are not statistically significantly correlated

in the CMIP5 models – compared to a near-perfect correlation in the GFDL ensemble – ham-

strings efforts to develop a quantitative emergent constraint. We suspect that the greater

heterogeneity in control climate state in the region across the CMIP5 models plays a role.

In some models, e. g. BCC-CSM1-1 and IPSL-CM5B-LR, the control simulation is so dry

that the region as we have defined its borders is fully arid rather than semi-arid, in which

case the governing dynamics may be quite different. For example, while the evaporation and

precipitation responses to SST warming are correlated across the GFDL models at r = 0.95,

in the CMIP5 models there is effectively no relationship between the two fields (r = 0.09).

A tight correspondence between evaporation and precipitation is one of the hallmarks of

semi-arid regions. However, we have experimented with excluding certain CMIP5 models
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based on climatological fields and have not found correlations to be easily improved.

The end-of-21st century Sahel rainfall change in the CMIP5 RCP8.5 simulations spans

roughly −1 to +2.5 mm day−1, with a positive multi-model mean [c. f. Figure 1 of Park

et al., 2015]. Across all 17 CMIP5 and GFDL AGCMs analyzed, the span of Sahel rainfall

responses to SST warming (ignoring the difference in SST warming magnitude) is −1.4 to

+0.4 mm day−1, or 1.8 mm day−1, i. e. roughly half of the spread in the full 21st century

simulation, with a negative multi-model mean. Assuming linearity in the response to uniform

SST warming and all other perturbations, the fact that mean SST warming generally dries

the Sahel implies that the combined effect of all other 21st century perturbations act to

increase precipitation in the Sahel (otherwise the RCP8.5 ensemble would not be appreciably

wetter on average than the uniform warming ensemble). This is consistent with prior reports

of the general wettening influence of both the pattern of future SSTs and of increasing

atmospheric CO2 concentrations. For example, CM3, the CMIP5 coupled model using AM3

as its atmospheric component, wettens the Sahel in the 21st century under the high-emissions

RCP8.5 scenario [Biasutti , 2013], despite AM3’s drying response to mean warming.

For a given change in the meridional MSE gradient, the resulting horizontal MSE ad-

vection anomaly depends on the climatological horizontal wind. To the extent that the

large-scale flow is predominantly rotational, which would be expected to hold more in the

upper free troposphere than near the surface, it is likely less sensitive to the underlying

convective parameterization – at least this is the case for AM2.1 and AM2.1-UW, between

which in the Sahel in the control simulation vertical motion differs greatly but the horizontal

wind much less so. A priority for future work, therefore, is characterizing the horizontal

MSE advection fields in multiple reanalysis datasets.
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4.6 Summary

Four of seven GFDL AGCMs and ten of ten CMIP5 AGCMs respond to uniform SST warm-

ing with reduced wet-season precipitation in the Sahel. All seventeen AGCMs respond in

the Sahel with an increased meridional MSE gradient and divergence of MSE by horizontal

advection and reduced free-tropospheric ascent. For most this sits above anomalous bound-

ary layer ascent, indicating a shallowing (and drying) of the convection. Net TOA radiation

also either responds modestly or decreases in all cases.

These consistent qualitative features bolster the credibility of the general arguments set

forth in Chapter 3, namely that the increased meridional MSE gradient that arises with mean

SST warming acts to increase the horizontal advection of dry, low-MSE air from the Sahara

into the Sahel, thereby suppressing moist convection in the Sahel. At the same time, issues

of data availability and accuracy notwithstanding, none of the attempted measures from the

climatological simulations are correlated sufficiently well with the precipitation response as

to merit the basis for an emergent constraint. The present-day climatological ascent profiles

in three reanalysis products exhibit some discrepancies but are all largely bottom-heavy, such

that, among others, AM2.1’s more top-heavy is well removed from the likely real-world range.

Satellite retrievals of present-day TOA radiative fluxes provide mixed guidance regarding

which models are outside of the observational range for the present-day climatology. But

in terms of interannual variability, CERES-EBAF combined with precipitation observations

demonstrate that AM2.1 exhibits an excessive feedback on precipitation variations through

the accompanying cloud radiative variations.

Though an unambiguous, quantitative observational constraint remains out of reach, we

believe that these results substantially improve the overall understanding of and confidence

in the effects of mean SST warming on the Sahel and that ample room exists to improve and

extend these efforts on both the model and observational sides. Moreover, AM2.1 emerges

as an outlier in a number of ways, including its excessively top-heavy ascent profile and the
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cloud feedback that will excessively feed back on any drying signal. Thus, we are cautiously

optimistic that more definitive constraints are attainable in the near term and will, more

likely than not, rule out drying on the scale that it occurs in AM2.1.
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Chapter 5

Sahel rainfall: beyond uniform 2 K

Abstract

Prior studies have demonstrated the sensitivity of rainfall in the African Sahel to sea surface

temperature variations in simulations of paleoclimates, the modern observational period, and

future anthropogenically-forced warming, and prior chapters in this thesis demonstrate the

competing factors of increased dry air advection from the Sahara Desert versus the overall

wettening influences of mean warming. Here we further refine this conceptual picture and

apply it to select outstanding topics through further idealized SST perturbation simulations

that target different aspects of the global SST distribution.

When SSTs are warmed in only the Indo-Pacific warm pool in AM2.1 and AM3, the Sahel

responds with drying comparable to the global SST warming simulations, which we interpret

(following prior studies) through the response of free tropospheric dry static stability to

enhanced deep convection. When SST anomalies corresponding to the full, mean, or spatial

pattern components of either greenhouse gas or aerosol forcing, discrepancies among AM2.1,

AM3, and HiRAM in the Sahel’s response are driven by the mean component, including

for the aerosol despite the general focus on their effect on SST spatial patterns. When

AM2.1 and AM3 are forced with the observed timeseries of SSTs over the 20th century, both

largely capture the observed Sahel rainfall decadal-scale variability on a fractional basis, with

contributions from both spatial pattern and mean SST variations.

127



5.1 Introduction

Chapter 3 demonstrates that the precipitation response to uniform warming in AM2.1 is

highly sensitive to the convective parameterization, but the overall energetic response is not:

an enhanced meridional MSE gradient increases dry air advection into the Sahel, balanced in

part by subsidence-driven MSE convergence. Chapter 4 demonstrates that this overarching

energetic response is consistent across seven GFDL and ten CMIP5 AGCMs and generates

decreased rainfall in 14 out of 17 of the AGCMs. In this penultimate chapter, we further refine

this conceptual picture and apply it to other outstanding questions regarding the Sahel’s

response to SST perturbations. We address three questions, one per section (Sections 5.2–

5.4), each comprising background information, methodology, and results.

5.2 Localized SST perturbations

Does the impact of uniform SST warming on Sahel rainfall stem inherently from the global-

scale thermal and hydrological changes, or does it reflect instead mechanisms relating to one

or more particularly effective regions?

5.2.1 Background

Prior modeling studies suggest that Sahel rainfall is insensitive to hemispherically symmetric

extratropical SST warming but is suppressed by overall warming of the tropics [Lu and Del-

worth, 2005; Park et al., 2015]. This is commonly interpreted through qualitative appeals

to the “upped-ante” mechanism [Giannini , 2016, and references therein]: warming in the

tropical upper troposphere is amplified with respect to the lower troposphere and surface,

increasing the dry static stability. All else being equal, this reduces the buoyancy of parcels

ascending to these levels, thereby inhibiting their convective rainfall (although if low-level

moisture increases sufficiently, this “upped convective ante” can be met and convective pre-
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cipitation can actually increase with warming). The question then becomes: what portion

of tropics-wide SST warming is most important for Sahel rainfall?

One approach would be systematically splitting the global ocean into small regions and

imposing the same SST perturbation in each (loosely speaking, computing a Green’s func-

tion). Barsugli and Sardeshmukh [2002] attempt something similar by systematically ap-

plying SST anomalies in a GCM over overlapping regions within the Indo-Pacific basin to

understand teleconnections. An alternative to this labor-intensive approach is to target spe-

cific regions for localized SST perturbations based on physical arguments plausibly linking

them to the Sahel. As discussed in Chapter 1, the tropical free-tropospheric lapse rate

reflects the precipitation-weighted SSTs rather than their tropical mean value, due to the

highly efficient communication of surface conditions aloft by convection. In the QTCM

intermediate-complexity model, rainfall responses are similar in simulations with doubled

CO2 and with the tropical mean tropospheric temperature change from the doubled CO2

run imposed only within the model’s convection scheme [Chou and Neelin, 2004].

5.2.2 Methodology

We present results from simulations in AM2.1 and AM3 in which SSTs are warmed by 2 K

only in the core of the Indo-Pacific warm pool, defined following Vecchi et al. [2006] as 5◦S-

5◦N, 80-160◦E. To effect upper tropospheric heating in this region directly without altering

SSTs, we also present results if simulations in which a 2.4×10−6 kg m−2 burden of black

carbon aerosol is added over the Indo-Pacific warm pool in the model level corresponds to

roughly 300 hPa.1 Black carbon absorbs insolation, thereby heating the layer without alter-

ing SST gradients. To assess the sensitivity to the size of the heated region, two simulations

were performed with different warm pool domains: 10◦S-10◦N, 90-150◦ and 5◦S-5◦N, 105-

1This are effectively regionally confined versions of the simulations discussed by Ming et al. [2010] and
Persad et al. [2012], but unlike the modified version of AM2.1 used by those studies and Hill and Ming

[2012] that includes aerosol indirect effects for stratiform clouds, these simulations use the standard AM2.1
version without aerosol indirect effects.
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125◦E. These simulations and a corresponding control simulation span 17 years, the first

discarded as spin-up. The control simulation climate is not identical to that described pre-

viously, due to the two sets of simulations being performed at different times with slightly

different versions of the model code (in addition to differences in simulation duration). There

is no indication that this affects the results appreciably.

5.2.3 Results

Figure 5.1 shows the precipitation responses in AM2.1 and AM3 to 2 K SST warming of

the Indo-Pacific warm pool. In both models, rainfall in the Sahel decreases with similar

magnitudes (−33% or −1.3 mm day−1 in AM2.1; −13% or −0.4 mm day−1 in AM3) and

spatial structure as in the simulations with uniform 2 K SST warming. In AM2.1, reductions

in P , E, and P − E, and the convective rainfall fraction Pconv/P are each ∼2/3 of those in

the uniform warming experiment. Other consistent responses between the warm pool and full

warming simulations include local surface warming relative to surrounding regions, reduced

shortwave cloud shading, and reduced ascent (not shown).

Like the full SST warming case, drying spans nearly the entire Sahel and east into the

Arabian Peninsula and west into the northern flank of the Atlantic ITCZ. In contrast, in-

creased precipitation spanning the Gulf of Guinea coast and the southern flank of the Atlantic

ITCZ that occurs in the full warming case is absent when only the warm pool is warmed,

implying that they are responding primarily to local SST changes.

We speculate that the enhanced Indo-Pacific convection acts as a triggering mechanism:

deep convection in the Sahel is inhibited by the increased static stability. Because of the

Sahel’s proximity to the Sahara desert, the commensurate anomalous MSE convergence is

balanced by increased dry horizontal advection from the Sahara, leading directly to the

previously described drying response. Though stabilization of the upper troposphere occurs

throughout the tropics (not shown), in no other region is precipitation reduced as much as

the Sahel and its direct vicinity (ignoring regions in the direct vicinity of the SST warming),
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Figure 5.1: Precipitation change in (top) AM2.1 and (bottom) AM3 in response to 2 K
SST warming applied only in the Indo-Pacific warm pool. The precipitation response is
normalized by the model’s Sahel region-mean control precipitation. Grey contours denote
precipitation in the control simulation, in mm day−1. The large precipitation declines in
the southeastern most portion of the plotted domain reflect convection near the warm pool
being pulled towards the warmed SSTs.

consistent with the crucial influence of the Sahara Desert and with the arguments by Su and

Neelin [2002] that the effect of anomalous convective heating on remote regions depends on

the character of the latter’s climatological circulation.

Figure 5.2 shows the precipitation responses in the Indo-Pacific warm pool black carbon

simulations. In the larger region case, precipitation is unambiguously suppressed throughout

the Sahel. In the smaller region case, the response is weaker overall, and precipitation

actually slightly increases in the far west. In the Sahel region-mean, precipitation decreases

by 13 and 5% in the larger and smaller region simulations, respectively. Precipitation is also

somewhat lower in the control simulation corresponding to these simulations than in the

other control simulation (3.2 and 4.0 mm day−1, respectively).

In summary, these results imply that the remote Indo-Pacific warming induces largely

the same set of mechanisms as does the uniform ocean warming, and thereby lend credence

to the claim that the increased dry static stability effected by enhanced oceanic convection is

the primary influence on Sahelian rainfall arising from mean SST warming. An experiment
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Figure 5.2: Precipitation change in AM2.1 in response to black carbon imposed over (top)
large and (bottom) small region over the Indo-Pacific warm pool. The precipitation response
is normalized by the model’s Sahel region-mean control precipitation. Grey contours denote
precipitation in the control simulation, in mm day−1.

in AM2.1 in which the warm pool is cooled by −2 K likewise captures the salient features

of the Sahel hydrological response of its uniform counterpart (not shown).

The analysis presented of the black carbon simulations should be interpreted at the level

of proof-of-concept for the argument that tropical upper-tropospheric warming acts to dry

the Sahel. We leave for future work more detailed comparison of the Sahel precipitation

sensitivity to warm pool SST warming vs. the direct upper tropospheric heating as well as

sensitivity tests to the height and concentration of the imposed absorbing aerosol layer.

5.3 Responses to SST spatial patterns

How does the precipitation response to uniform SST change differ from the response to

changes in SST spatial patterns, and how does each vary across models?
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5.3.1 Background

In addition to the discrepancies in response to uniform SST warming that we have focused on,

the future of Sahel rainfall is also clouded by uncertainty due to the response to SST spatial

patterns. In addition to any uncertainty due to the direct responses to changes in forcing

agents, this also stems from the different SST pattern that each coupled model generates.

It would therefore be useful to impose the same patterned SST perturbation field, with and

without any mean SST signal removed, in multiple AGCMs.

What are the mechanisms for each ocean basin? Meridional shifts of the West African

monsoon rainfall have been associated with meridional gradients in tropical Atlantic SSTs

[Lamb, 1978a,b; Giannini et al., 2013], with high precipitation associated with SSTs being

anomalously warm in the northern, and cold in the southern, tropical Atlantic. Extratropical

Atlantic SSTs, including variations associated with the Atlantic Multidecadal Oscillation,

also imprint upon the Sahel [Zhang and Delworth, 2005]. However, in some instances these

Atlantic SST variations, while effective at moving the Atlantic ITCZ, do not appreciably

alter the continental convection in northern Africa [Palmer , 1986; Bader and Latif , 2003; Lu

and Delworth, 2005; Skinner et al., 2012]. A regional model responds to the late-21st century

SST anomalies taken from different coupled models largely the same as it does to uniform

Atlantic SST warming [Patricola and Cook , 2011]. From the CQE perspective, warming of

SSTs in the Gulf of Guinea would weaken the meridional near-surface MSE gradient that

fuels the monsoon, thereby inhibiting rainfall in the Sahel [Eltahir and Gong , 1996; Hurley

and Boos , 2013]. It has been argued that warming in the Atlantic more generally suppresses

rainfall in the Sahel by simply making the ocean comparatively more hospitable to moist

convection [Giannini et al., 2003]

For the Indian Ocean, a large upper tropospheric temperature signal emerges in reanalysis

data over the Sahel that originates from the deeper and larger Indian monsoon [Nie et al.,

2010; Boos and Hurley , 2013], and the Indian monsoon onset has been argued to control

the timing of the West African Monsoon onset through a westward propagating disturbance
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[Flaounas et al., 2011]. Warming of the Indian Ocean is thought to have contributed appre-

ciably to the 20th century drought [Giannini et al., 2003; Bader and Latif , 2003], potentially

through an anomalous Walker cell with ascent over the warmed Indian Ocean waters and

subsidence over Africa [Lu and Delworth, 2005]. Based on the argument that condensational

heating over India induces a Rossby wave [Matsuno, 1966; Gill , 1980] that then subsides over

northern Africa [Rodwell and Hoskins, 1996, 2001], it has been suggested that variations in

the intensity of the Indian monsoon have been and will be an important controlling factor

on rainfall in the Sahel [Lu, 2009].

For the Pacific Ocean, the impact of ENSO on Sahel rainfall (reduced precipitation

during positive El Niño events) is generally interpreted through the aforementioned increased

static stability arguments. The pathways of influence for the Pacific Ocean include the

El Niño-Southern Oscillation, including through a Kelvin wave originating from E. Pacific

precipitation anomalies [Palmer , 1986].

5.3.2 Methodology

We repeat in AM3 and HiRAM the simulations presented in Chapter 2 with the full, mean, or

spatial pattern components of greenhouse gas or aerosol SST anomalies. Briefly, the aerosol

SSTs comprise 1.1 K tropical-mean cooling that is concentrated in the northern hemisphere,

while the greenhouse gas SSTs comprise 2.0 K tropical-mean warming that is polar-amplified

but more hemispherically symmetric than the aerosol SST. The imposed SST perturbations

are identical across the models for each experiment.2 In three additional simulations, the

aerosol SSTs anomalies are applied in only one of the Atlantic, Indian, or Pacific oceans.

Simulation duration is 17, 21, and 16 years for AM2.1, AM3, and HiRAM, respectively, each

2Inadvertently, for these simulations the AM2.1 control simulation to which the SST anomalies were
added uses time-varying observational SSTs over the range 1982-1998 rather than a climatological annual
cycle; we do not expect this to alter the results appreciably, although the response to the mean greenhouse
gas SST warming, which is 2.04 K, is somewhat smaller in magnitude than the 2 K response presented in
Chapter 3. Also, as was the case in Chapter 4 for the uniform 2 K SST warming simulations in various
GFDL models, the underlying observational SST dataset and averaging period differs across the models.
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with the first year discarded as spin-up. As in prior simulations discussed in this thesis, all

of these simulations include fixed, present-day atmospheric composition the same as in the

control.

5.3.3 Results

Figure 5.3 shows the precipitations responses in the aerosol SST anomaly full, mean, and

spatial pattern simulations. Each of AM2.1, AM3, and HiRAM respond to the aerosol spa-

tial pattern SST anomalies with similar magnitude drying in the Sahel (−0.8, −0.6, and

−0.7 mm day−1, respectively). Consistent with Chapter 4 and the wide range SST simula-

tions, the mean cooling component strongly increases Sahel rainfall in AM2.1 (+1.9 mm day−1),

slightly in AM3 (+0.2 mm day−1), and not at all in HiRAM (+0.0 mm day−1). Consequently,

the response to the full SSTs is dominated in AM2.1 by the wettening effect of mean cooling

(+0.7 mm day−1) but in AM3 and HiRAM by the drying influence of the SST spatial pattern

(−0.4 and −0.5 mm day−1, respectively).

Figure 5.4 shows the precipitation response to the full aerosol SST anomaly field ap-

plied individually to the Atlantic, Indian, and Pacific basins. The Atlantic SST anomalies

unambiguously dry the Sahel (−1.4, −0.5, and −1.0 mm day−1 in AM2.1, AM3, and Hi-

RAM, respectively). Conversely, the Pacific SST anomalies wetten the Sahel (+2.8, +1.3,

and +0.9 mm day−1), as do the Indian ocean SST anomalies to a lesser extent (+1.3, +0.1,

and +0.4 mm day−1). In AM2.1, the Pacific and Indian oceans’ respective wettening effects

are concentrated in the eastern and western Sahel. Given the Pacific’s greater proportion of

total ocean area, it is reasonable to attribute its wettening effect largely to its imprint on the

tropical mean SSTs. Moreover, the response in AM2.1 to the Pacific SST anomalies is con-

centrated in the northeastern Sahel and southern Arabian Peninsula wherein, as described

in Chapter 3, 2 K SST warming induces essentially runaway drying and warming.

The effect on precipitation of the aerosol SST spatial pattern is more pronounced in

absolute terms over the adjacent Atlantic ITCZ, especially its northern flank, than in the
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Sahel, although this scales to some extent with the differences in climatological precipitation.

In AM3 and HiRAM, this bears the signature of a southward shift in the full and spatial

pattern cases, but in the Atlantic-only SST anomaly case the response is more uniformly

(and greater magnitude) drying. As described in Chapter 3, uniform SST warming also

drives strong drying of the Atlantic ITCZ northern flank. Qualitatively, these responses are

akin to the two mechanisms argued by Giannini [2016] to dominate Sahel rainfall variations:

suppression by mean warming and/or by a tropical Atlantic SST meridional dipole with

relative cooling of the northern hemisphere Atlantic.

Figure 5.5 shows the precipitation responses in the full, mean, and spatial patterns simula-

tions for the greenhouse gas SST anomalies. The precipitation response to the full greenhouse

gas SST anomaly field is −1.0, −0.3, and x.x in AM2.1, AM3, and HiRAM, respectively.

As is the case for the aerosol SSTs, the precipitation response to the spatial pattern com-

ponent (+0.9, 0.3, and 0.6 mm day−1 for AM2.1, AM3, and HiRAM, respectively) is more

consistent across models than to the mean component (−1.0, (\)0.3, and +0.0 mm day−1

for AM2.1, AM3, and HiRAM, respectively). The spatial pattern of polar-amplified SST

warming, which warms high latitudes relative to the tropics, causes increased precipitation

in the Sahel. This is qualitatively consistent with the argument made by Park et al. [2015]

that Arctic-amplified SST warming induces increased precipitation in the Sahel as part of a

broader northward shift of the ITCZ.

The Sahel rainfall responses to the mean/spatial pattern decomposition of SST anomaly

fields appears largely linear, insofar as there are no instances of the response to a full field

differing qualitatively from the sum of the responses to its components (either mean plus

spatial pattern or, for aerosols, the individual ocean basins). This is consistent with the

broadly linear responses of the zonal mean circulation and energetic fields in AM2.1 in

these simulations presented in Chapter 2. The response to the aerosol SST ocean basin

decomposition exhibits more nonlinearity. For AM2.1, the sum of the precipitation responses

to the ocean basin simulations is +2.7 mm day−1, much larger than the full aerosol SST
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anomaly simulation response of +0.7 mm day−1. For AM3 and HiRAM, the ocean basin

sum is also more positive than the full response, such that in both models the former is

positive and the latter negative (+0.8 vs. -0.4 mm day−1 in AM3; +0.3 vs. -0.5 mm day−1

in HiRAM). The reasons for this are still to be determined, but the consistency in sign hint

at a potentially identifiable underlying physical mechanism.
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Figure 5.3: Precipitation change in (left column) AM2.1, (center column) AM3, and (right column) HiRAM in response
to SST anomalies corresponding to the (top row) full, (center row) tropical mean component applied uniformly, or (bottom
row) the spatial pattern component, i. e. the full field minus the tropical mean, of the aerosol SST anomalies. The precipitation
response is normalized by the model’s Sahel region-mean control precipitation. Grey contours denote precipitation in the control
simulation, in mm day−1. Because of slight differences in simulation duration and boundary conditions, the control precipitation
contours differ slightly between these simulations and the control simulations presented in Chapter 3.
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Figure 5.4: [Same as Figure 5.3, but for the response to the full aerosol SST anomaly field applied to individual ocean basins.]
Precipitation change in (left column) AM2.1, (center column) AM3, and (right column) HiRAM in response to the aerosol SST
anomaly field applied in only the (top row) Atlantic, (center row) Indian, or (bottom row) Pacific ocean. The precipitation
response is normalized by the model’s Sahel region-mean control precipitation. Grey contours denote precipitation in the control
simulation, in mm day−1. Because of slight differences in simulation duration and boundary conditions, the control precipitation
contours differ slightly between these simulations and the control simulations presented in Chapter 3.
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Figure 5.5: [Same as Figure 5.3, but for the greenhouse gas SST anomalies.] Precipitation change in (left column) AM2.1,
(center column) AM3, and (right column) HiRAM in response to SST anomalies corresponding to the (top row) full, (center
row) tropical mean component applied uniformly, or (bottom row) the spatial pattern component, i. e. the full field minus the
tropical mean. The precipitation response is normalized by the model’s Sahel region-mean control precipitation. Grey contours
denote precipitation in the control simulation, in mm day−1. Because of slight differences in simulation duration and boundary
conditions, the control precipitation contours differ slightly between these simulations and the control simulations presented in
Chapter 3.
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5.4 Simulations of 20th century variations

What are the relative roles of the mean and spatial pattern components of SSTs in observed

decadal-scale Sahel rainfall variability?

5.4.1 Background

Much of the existing literature on observed 20th century Sahel rainfall variations focuses pri-

marily on SST spatial patterns, especially in the Atlantic Ocean. But given observed global

mean surface warming over the century approaching 1 K, combined with acute sensitivity to

mean SST warming in AM2.1 and other models, it is not self evident that spatial patterns

have been dominant.

5.4.2 Methodology

We use extended AMIP simulations in AM2.1 and AM3 and standard AMIP simulations

in HiRAM and the CMIP5 models, all originally presented in Chapter 4. Note that for

the HiRAM and CMIP5 models, atmospheric composition is time-varying, whereas in the

long-running AM2.1 and AM3 simulations, it is fixed at present-day values; Dong and Sut-

ton [2015] argue based on single-forcing GCM simulations that the recovery from drought

over the past 30 years largely derives from the direct influence of increased greenhouse gas

concentrations. The number of ensemble members available to average over is 10, 3, and 2

respectively for AM2.1, AM3, and HiRAM. We also compare the model simulated decadal-

scale precipitation variability to observations using the Climate Research Unit (CRU) TS3.22

dataset of precipitation, spanning 1900-2013. We apply a five-year running average to sup-

press interannual variability and highlight the longer decadal-scale phenomena of interest.

We compute the approximate contributions of the mean and spatial pattern components

of global SSTs to anomalous precipitation in each year as follows. For each year, the July-

August-September global-mean surface air temperature over ocean is used to linearly scale
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each model’s response to 2 K SST warming. The spatial pattern contribution is then assumed

to be the residual between the total precipitation anomaly and this mean contribution. One

drawback of this relatively simplistic methodology is that any unforced natural variability

gets subsumed into the spatial pattern component.

The long-term mean precipitation in the Sahel varies substantially among models, and

this constant offset can make comparisons of variability more difficult. At the same time,

these climatological differences may also come to bear on the variability, based on the argu-

ments in Chapter 3 linking the response to SST warming to the climatological circulation

depth. As such, we present results with and without normalization. Averages for normal-

ization are taken over 1979-1999, the period shared across all of the simulations and the

observations.

5.4.3 Results

Figure 5.6 shows the timeseries of Sahel region-mean precipitation in the CRU observations

and in the AMIP simulations in AM2.1, AM3, and HiRAM. Both AM2.1 and AM3 broadly

capture the multidecadal variability in Sahel rainfall on a fractional basis over the entire

20th century. In raw terms, AM2.1 has a larger mean precipitation than AM3, and the

multidecadal variability scales with the mean value (at least in these two models), leading

the two to collapse nearly onto each other when normalized by the mean value. HiRAM

captures the overall trend of increased precipitation from a minimum in the early 1980s

onward, but with insufficient magnitude.

In AM2.1, the extreme 5-year average precipitation deviations from the mean are −1.3

and +1.7 mm day−1 in 1991 and 1952 respectively, and the corresponding global ocean mean

temperature values are −0.4 and +0.5 for a 0.9 K range. In comparison, the difference in

Sahel precipitation between the +0.5 and −0.5 K simulations in AM2.1 is 1.7 mm day−1,

which scaled to 0.9 K would amount to 1.6 mm day−1. In other words, the span of ensemble-

mean Sahel JAS precipitation variations associated with global mean temperature in AM2.1
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Figure 5.6: Time series of Sahel region-mean precipitation in the (thick black curve) CRU
TS 3.22 observational dataset and in the AMIP simulations in (brown curve) AM2.1, (orange
curve) AM3, and (blue curve) HiRAM, either (a) normalized by the time-mean precipitation
(unitless) or (b) without normalization (mm day−1).

is larger than half of the total span. In the CRU TS3.22 surface temperature data, July-

August-September global mean surface temperature varies, in terms of the difference between

the maximum and minimum global mean JAS temperatures in individual years, by 0.55 K,

over the period 1901-2013 (0.32 K above the climatology in 2005; 0.23 K below the clima-

tology in 1912). In comparison, the actual extreme values of Sahel JAS precipitation in the

CRU data are −1.3 and +1.7 mm day−1 (1984 and 1950, respectively), for a total range of

3.0 mm day−1.

One implication of these results is that, if the real-world sensitivity to global mean SST

is similar to AM2.1 and AM3, then the observed variability in Sahel rainfall has had a

non-negligible contribution from mean SST change. On the other hand, if the real-world

sensitivity is more like HiRAM’s, then spatial patterns are entirely to blame. (And, if the

real-world is most like AM2.1-UW and c48-HiRAM, the mean warming will have had a

potentially discernible wettening influence.) In terms of attribution, this extended-AMIP

methodology with unchanging atmospheric composition and observed SSTs is agnostic to
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the cause (anthropogenic or natural) of the temperature variations; moreover the relative

contributions by the long-term warming signal induced by anthropogenic forcing and by

internal variability to decadal variations in global mean temperature remains an area of

vigorous research [e. g. Trenberth, 2015].

Figure 5.7 shows the Sahel region-mean timeseries of JAS rainfall in the CMIP5 AMIP

simulations, (note the much shorter 1979-2008 timespan). The differences in time-mean

precipitation are even more pronounced than across the GFDL models. As is the case for

the GFDL models, all of the CMIP5 models capture the overall wettening over this span but

generally with insufficient magnitude relative to the observations.
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Figure 5.7: Time series of Sahel region-mean precipitation in the “amip” simulations in
the ten CMIP5 AGCMs, (a) normalized by the time-mean precipitation (unitless) or (b)
without normalization (mm day−1). Each model’s curve is colored according to the legend
in Figure X of Chapter 4.

144



5.5 Discussion

5.5.1 Local SST warming

The sensitivity of our warm pool warming simulation to the region boundaries and SST

perturbation magnitude should be further examined. The region extends appreciably into

the Indian Ocean, and warming of the Indian Ocean has been posited by prior authors as a

direct drying influence on the Sahel.

Repeating the warm pool SST warming experiment in AM2.1-UW could provide a unique

test of the drying influence of increased dry static stability. We have argued that its wetten-

ing response in the Sahel to uniform SST warming derives from the overall moistening of the

boundary layer, which would not occur in this configuration. Meanwhile, we are conceptual-

izing the modest increase in precipitation in AM2.1-UW (and c48-HiRAM) as the result of

the wettening influences of overall warming slightly outweighing the drying influences unique

to the Sahel; the former are presumably absent in the case of Indo-Pacific warming.

5.5.2 Roles of SST mean and spatial pattern

The precipitation response in the AM2.1 aerosol full anomaly simulation [c. f. Figure 5(a)]

bears a strong similarity to the response to 10 ka orbital precession in AM2.1, both for

fixed SSTs and with a 50 m depth mixed-layer ocean [Smyth et al., 2016]. In particular,

precipitation increases over the Sahel, in contrast to the sharp precipitation reduction in

the adjacent Atlantic ITCZ and the zonal-mean southward shift of the ITCZ due to the

northern hemisphere-centric cooling. The same behavior – increased precipitation in the

Sahel despite southward displacement of the zonal mean ITCZ – is present in the 10 ka

orbital precession simulations, wherein it is much more counterintuitive: prevailing wisdom

regarding the response of tropical precipitation to meridional energy gradients would lead to

the intuition that the ITCZ would shift north in the 10 ka experiment, wherein the boreal
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summer insolation gradient is enhanced.

The results regarding the relative importance of the mean and pattern components of

SSTs are agnostic to the cause of the SST variations, i. e. whether anthropogenically forced

or natural variability. On the one hand, the fact that the spatial pattern component of

aerosol SST anomalies robustly causes Sahel drying in the three AGCMs supports the claim

made by numerous studies that aerosol-induced Northern Hemisphere cooling acts to reduce

precipitation in the Sahel. On the other hand, the full aerosol SST anomalies cause increased

precipitation in the Sahel in AM2.1, due to the overpowering effect of its response to mean

SST cooling. As noted in Chapter 2, ultimately these SST anomalies arise in a mixed-layer

ocean model, and a dynamically active ocean may yield appreciably different patterns in the

response (although the overall meridional gradient would be expected regardless).

5.5.3 Observed and simulated 20th century variability

How will the impact of mean SST warming change as climate changes? One potential means

of determining this would be to modify the methodology we utilize for the AMIP simulation

for application to the coupled 21st century simulations in CMIP5. If Sahel region-mean

annual- or decadal-mean Sahel region-mean precipitation is plotted against global mean

temperature in those simulations, eventually the models will diverge (given the large spread in

Sahel precipitation in the RCP simulations). At what point does that occur? How does that

relationship compare to the wide range SST experiments, e. g. in the RCP simulations with

GFDL-CM3 vs. AM3? And how does the response in the 21st century simulations compare

to the scaled sum of the responses to the 4 K and 4×CO2 prescribed SST simulations?

Given each coupled model’s transient climate response, one could determine the fractional

CO2 change per unit global mean SST change, and then sum the responses of the CO2

simulation scaled to that value with the SST warming simulation scaled to 1 K, although

the latter is complicated by the saturation above ∼ 1-2 K discussed above. Nevertheless,

comparison of these responses to the precipitation responses per K global mean SST increase
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in the RCPs could provide a measure of the influence of the relative factors, including the

spatial pattern of SSTs and forcing agents other than CO2

Supposing a model can reproduce the observed decadal-scale variations in Sahel rainfall

when forced by the timeseries of observed SSTs, intuitively this would lend confidence in

its response to other perturbations. But if the 20th century variations largely reflect the

influence of SST spatial patterns, then it is possible that models will diverge in their responses

moving forward as the mean warming signal becomes larger. In particular, if the AMIP

simulations were extended using SSTs extending closer to the present and/or with the SSTs

taken from an RCP simulation, presumably the model responses will diverge as the mean

warming signal grows larger. An explicit test of these arguments would be to create separate

timeseries of the monthly-resolved mean and spatial patterns of the SST field, and run the

models with these timeseries as the boundary condition.
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Chapter 6

Conclusions

6.1 Summary

Using simulations in multiple comprehensive AGCMs and comparisons with observations,

this thesis attempts to identify mechanisms by which perturbations to sea surface tempera-

tures alter tropical energetic and hydrological fields, with an emphasis on separating those

changes associated with changes in the tropical- or global-mean SST value from those as-

sociated with changes in the spatial pattern of SSTs. After motivating the problem and

reviewing the relevant theory – most importantly, the column-integrated moist static energy

budget – in Chapter 1, the tropical SST-precipitation-MSE budget links are investigated in

the zonal mean framework (Chapter 2) and the Sahel region of Africa (Chapters 3-5).

Chapter 2 uses equilibrium SST anomaly fields derived from a mixed-layer ocean-AGCM

perturbed with anthropogenic burdens of aerosols or greenhouse gases, each field then split

into mean and spatial pattern components, to investigate the response of zonal-mean energy

transports and their relation to meridional shifts of the ITCZ. For SST anomalies due to

either forcing agent, the anomalous energy transports are largely consistent with expectations

from prior literature; for example, poleward energy transport is generally increased with

greenhouse gas warming [e. g. Hwang and Frierson, 2010], while the preferential cooling

of the northern hemisphere by aerosols induces compensating northward energy transport

and a southward shift of the ITCZ [e. g. Ming and Ramaswamy , 2011]. While changes in the

Hadley cell mass flux contribute some fraction of the anomalous energy fluxes, away from the

cell edges the (often neglected) Hadley cell GMS response is generally of at least comparable
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importance, if not dominant. By combining the estimate for Hadley cell GMS of Held [2001]

with thermodynamic scaling of lower-tropospheric moisture change with surface temperature

[Held and Soden, 2006], we develop the “stable-get-stabler” scaling for the GMS response to

SST changes: because of the fractional increase in specific humidity per degree warming,

near-surface moisture and thus MSE will increase more where moisture is climatologically

high; thus, approximating GMS as the difference between lower level MSE at the ITCZ and

locally, mean SST warming increases GMS more in climatologically dry regions where it

is already large. This dependence of the thermodynamically-controlled changes in GMS at

a given latitude on the climatological humidity difference between the given latitude and

the ITCZ yields a heuristic argument for the well-documented tight correlation between

ITCZ displacements and anomalous cross-equatorial energy fluxes: near the ITCZ (which is

generally near the equator), changes to the circulation – and with them, the position of the

ITCZ – are simply the more viable means of yielding an anomalous energy flux.

The remaining chapters focus on the African Sahel. Using an adjustment procedure

that ensures closure of column budgets of conserved tracers, Chapter 3 presents a precise

accounting of the MSE budget in the Sahel in control and uniform 2 K SST warming simu-

lations in two versions of AM2.1 varying solely in their convective parameterization. Replac-

ing the default, Relaxed Arakawa-Schubert convective parameterization with the University

of Washington convective parameterization causes the Sahel precipitation response to SST

warming to change fundamentally, from a 40% decrease to a 6% increase. With both pa-

rameterizations, the MSE difference between the Sahel and the Sahara is enhanced with

warming, which acted upon by prevailing northerly flow yields increased advective MSE

divergence in the Sahel. This gradient is enhanced more in RAS than in UW throughout

the free troposphere, which we hypothesize results from the deeper prevailing convection in

RAS transporting increased moisture over a greater depth. In the mid-troposphere, because

the moist static stability is small, balancing the anomalous horizontal dry air advection re-

quires sharp subsidence. With UW, these mechanisms act with much weaker magnitudes

149



such that they are apparently outweighed by the general wettening influences of overall

warming. In simulations over a wide range of SSTs, this overall energetic response to SST

warming persists in both model variants, indicating that it arises from large-scale fields not

sensitive to the convective parameterization, but the precipitation response in UW and RAS

remain of opposite sign, implying that convective processes nevertheless still play a key role

in its hydrological imprint. Thus, focusing solely on either component is insufficient to fully

understand the overall behavior.

In an attempt to develop an emergent observational constraint on the Sahel rainfall

response to warming, Chapter 4 extends the analysis of Chapter 3 to control and 2 K warming

simulations in five other GFDL AGCMs and to CMIP5 uniform 4 K SST warming simulations

in ten AGCMs from eight other modeling institutions and to satellite estimates of TOA

radiative fluxes and reanalysis estimates of MSE budget quantities. An enhanced meridional

MSE gradient, anomalous free-tropospheric descent, increased horizontal advective MSE

divergence, and anomalous vertical advective MSE convergence in the Sahel are robust across

all models in response to uniform SST warming, and this leads to reduced precipitation

in 14 out of 17 of the AGCMs. AM2.1 is an outlier not only in the magnitude of its

drying but also in its lack of an appreciable reduction in the net TOA radiative flux, which

occurs in nearly every other model as part of the MSE budget response. Among the GFDL

models, the precipitation response is almost perfectly correlated with the anomalous descent

in the mid-troposphere, which in turn is well correlated with the climatological ascent profile,

consistent with the arguments presented in Chapter 3. However, across the ten CMIP5

models, the precipitation response is not well correlated with either the climatological or

perturbation ascent, which hamstrings attempts to use the climatological convective depth

as an emergent constraint. Complications arise on the observational side also, including, for

purely satellite-based observational proxies for convective depth, sensitivity of the models’

accuracy relative to the likely observational range based on the choice of the convective

depth proxy. Reanalyses suggest that several of the models that dry most severely with
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warming have climatological ascent profiles that are too top-heavy, which in our formulation

would exacerbate their drying response. Comparing interannual variability in observations

and extended AMIP simulations in a subset of the GFDL models, variations in the cloud

radiative properties are too strong per unit precipitation in AM2.1, and this likely creates a

positive feedback on drying or wettening.

Chapter 5 addresses three other outstanding questions regarding the relationship among

SSTs and the Sahelian MSE budget and precipitation field.

• In simulations in AM2.1 and AM3 with warming confined to the Indo-Pacific warm

pool, precipitation decreases over the Sahel with nearly the same magnitude and char-

acter as in the case of uniform ocean warming over the entire globe. This provides

anecdotal support for the claim [e. g. Giannini , 2016] that increased free-tropospheric

dry static stability is the primary drying influence on the Sahel with warming.

• In the full, mean, and spatial pattern simulations of Chapter 2 repeated in AM3 and

HiRAM, discrepancies among the three models in the Sahel rainfall response to either

the greenhouse gas or aerosol SSTs stem primarily from the mean component: all three

models dry the Sahel in response to the spatial pattern component of aerosol-induced

SST anomalies, but in AM2.1 this is outweighed by the strong wettening influence of

the mean cooling component. Therefore, even for SST anomalies with coherent, large-

magnitude SST spatial structure, interpreting AGCM responses requires accounting

for their response to the mean component of the SST change.

• In extended AMIP simulations in AM2.1 and AM3 with the observed timeseries of SSTs

over the entire 20th century, both models capture qualitatively the main decadal-scale

variations in Sahel rainfall compared to observations, in particular the maximum in

the 1950s and 1960s giving way to the severe drought in the 1970s and 1980s and the

subsequent partial rainfall recovery. Based on the time series of global mean SST, mean

SST varies with a magnitude that contributes up to 1 mm day−1 variation in AM2.1.
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The CMIP5 AMIP simulations are also broadly consistent with the 1979-2008 overall

recovery in precipitation, although for both sets of models absolute precipitation values

vary widely.

6.2 Implications, limitations, and future work

As noted in Chapter 1, we deliberately focus on the response to SST perturbations, sidestep-

ping to the extent possible the issue of the direct response to forcings that occurs on a faster

timescale than does the SST adjustment. The perturbed SST simulations presented act as

idealized perturbations intended to isolate particular mechanisms of interest. This is useful

only to the extent that the fast, direct response and the slow, SST-mediated responses are

separable (the same issue as for the decomposition into mean and spatial pattern compo-

nents of the SST anomaly fields done in Chapters 2 and 5). Because of these timescales,

imposing SST perturbations that (however idealized) represent the effect of some forcing

agent without that forcing agent itself being perturbed is less physically self-consistent than

is the other way, i. e. holding SSTs fixed and examining the direct response to the perturbed

forcing agent that would precede any SST-mediated response. Perhaps the most appropriate

methodology moving forward would therefore be taking the difference between (1) simula-

tions with both SSTs and the forcing agent perturbed and (2) simulations with control SSTs

and the forcing agent perturbed. That way, the fast, direct response is included in both the

control and perturbation simulations.

6.2.1 Zonal mean

The biggest outstanding issue from Chapter 2 is understanding why the GMS “stable-get-

stabler” scaling fails for the greenhouse gas case. In their study of changes in the width of

the Hadley cell ascent branch over a wide range of climates in the idealized moist GCM,

Byrne and Schneider [2016] find that GMS does not behave in accordance with the “stable-
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get-stabler” scaling. Given this result in a more idealized model, it may be fruitful to assess

the scaling more systematically in an idealized framework, which would enable more clear

delineation of the minimal sufficient conditions under which the scaling holds.

Several of the Hadley cell GMS results in Hill et al. [2015] were noted by Chou et al.

[2013], although in that study GMS is defined on a latitude-longitude basis rather than for

the zonal mean circulation and imposes an analytically defined vertical velocity profile at each

gridpoint that corresponds to deep convection. They demonstrate that GMS thus defined

increases with warming robustly in CMIP3 and CMIP5 21st century simulations, and that

this reflects deepening of the divergent circulation and therefore increased dry static energy

export aloft that exceeds the increase in latent energy convergence near the surface due to

increased moisture. The direct thermodynamic changes alone without accounting for the

deepening of the circulation would actually yield decreased GMS. The GMS response also

largely reinforces the existing spatial pattern of GMS (see their Figures 3 and 4). Unlike the

zonal mean GMS that is smallest near the ITCZ and increases toward the subtropics, GMS

in the latitude-longitude framework is largest where convection is deepest. This is because

the convective outflow can be assumed to occur in essentially all directions: in the zonal

mean context the meridional energy fluxes are signed, and this isotropic behavior causes

northward and southward components to largely cancel.

The studies of Kraus [1977b,a] argue for the co-location of the ITCZ with the energy

flux equator, present an analytical model for the ITCZ position throughout the annual cycle

under this assumption, and argue based on observations for a southward shift of the zonal

mean ITCZ based on anomalous northward energy transport contributing to 1970s drought

in the Sahel and other northern hemisphere subtropical regions on the margin of the ITCZ

seasonal migration. But they have been woefully under cited in the modern literature on the

energetic framework for ITCZ displacements – insofar as Google Scholar citation tracking is

accurate, not one of the papers addressing the ITCZ energetic framework from a theoretical

perspective reference them. The precise form of their analytical model, which is purely
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diffusive, is not entirely justifiable, and their subsequent derivation of analytical solutions

in terms of Legendre polynomials is not especially physically enlightening, but these were

nonetheless pioneering works that merit much greater notoriety than they have received.

An overall weakening of the Hadley cells with warming would manifest as a scaling down

of the circulation over the whole cells, whereas the largest anomalies in our simulations

are near the equator. Also, the mass flux anomalies, though centered within the winter

hemisphere cell, do extend into the summer hemisphere cell. This would imply an equator-

ward ITCZ shift throughout the annual cycle. This contrasts the findings of Dwyer et al.

[2014], who show in CMIP5 models that the tropical precipitation annual cycle amplitude

robustly increases in 21st century simulations, driven primarily by the mean warming sig-

nal (based on a uniform 3 K SST warming simulation). Bischoff and Schneider [2014] also

find increased seasonal ITCZ migrations with global warming in an idealized moist GCM,

which they attribute to increased cross-equatorial energy transport. From the Bischoff and

Schneider [2014] framework, the apparent equatorward shift in our simulations could occur

if the net energetic input near the equator increases sufficiently to counteract the increased

cross-equatorial energy transport. Potential future work could entail more careful analysis

of our results based on these other perspectives in order to reconcile seemingly incongruous

results.

Applying the analyses from Chapter 2 to the full/mean/spatial pattern suite in AM3 and

HiRAM could provide more context regarding which of the results are robust and which are

idiosyncratic to AM2.1 – an issue made more concerning by that model’s singular behavior

with regard to the Sahel’s response to SST perturbations. The wide SST range simulations

may also be useful, if for example the scaling performs better at smaller magnitude SST

changes.

A more satisfying approach to the zonal mean energy transport calculations than inferring

the transient eddy term as a residual would be to explicitly compute it. This residual

methodology is for expediency and to ensure exact closure of the MSE budget. We have
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begun the process of re-formulating the budget adjustment method presented in Chapter 3

for these purposes.

6.2.2 The Sahel

The character of the convection and MSE budget changes steadily in the meridional, and this

complicates the interpretation of regional averages. Although averaged over the entire Sahel

the meridional advection is a leading order term in the vertically integrated MSE and mois-

ture budgets, within the more convective southern Sahel the canonical tropical convection

zone balance exists between the source terms and the convergence. Conversely, in the north

the convergence term is small and changes to the net energetic source term is balanced by

horizontal advection. But the climatological precipitation distribution extends appreciably

into the northern Sahel, as do the reductions in precipitation with ocean warming, thereby

limiting the utility of considering the northern and southern halves independently. Models

commonly displace the entire West African Monsoon circulation meridionally relative to one

another and to observations, or even for a single model with different treatments of moist

convection [Marsham et al., 2013; Birch et al., 2014].

It would be interesting to assess how well the meridional overturning circulation in the

eastern Sahel adheres to the CQE framework. As noted in Chapter 1, climatological pre-

cipitation in the Sahel is to first order zonally symmetric, but many studies [e. g. Nie et al.,

2010] focus solely on the western Sahel, presumably to restrict to longitudes directly north

of the Gulf of Guinea wherein a classical monsoon circulation can most likely be found.

It could be that the meridional overturning circulation does indeed differ markedly in the

east and west, in which case the drying influence of the Sahara Desert acts to homogenize

precipitation zonally in the Sahel through its overwhelming drying influence. At the same

time a relatively robust result across CMIP5 future simulations (much more so than the

region-mean precipitation change) is a zonal dipole, with drying in the west and increased

precipitation in the east [Biasutti , 2013].

155



Work in a more idealized setting could be informative, for example the idealized moist

GCM of Frierson et al. [2006] modified from its standard aquaplanet configuration to include

a subtropical continent. As regards the effect of SST spatial patterns, an imposed SST profile

based on the superposition of analytic functions, each representing the most robust and/or

most important patterns associated with global warming (namely mean warming and Arctic

amplification). Their relative magnitudes could then be varied and the effect on summer

monsoon precipitation over the subtropical continent examined. The longwave absorber

could also be modified.

Because the direct, non-SST-mediated response to a perturbed forcing agent occurs on a

faster timescale than the SST-mediated response, it is somewhat contrived to examine the

latter in isolation, since in reality it would occur after the former. One potential means of

teasing out the relative roles of the mean warming, SST spatial patterns, and direct forcing

response would be joint analysis of the amip4xCO2 and amipFuture simulations in the CMIP5

archive. The response in the amip4K simulations could be scaled to match the mean SST

warming in the amipFuture simulations, and their difference (assuming linearity) could be

considered to be the spatial pattern component of the SSTs. Separately, each model’s climate

transient climate response (TCR, i. e. the global mean temperature change at the time of CO2

doubling in an 1% year−1 CO2 increase simulation) could be used to estimate the amount

of SST warming per unit CO2 increase. All else being equal, models that warm slower (i. e.

have lower TCR) would be expected to be more affected by the direct, fast response relative

to the slow, SST-mediated response, per unit combined SST-and-CO2 change.
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